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Annomayusn:

B cmamve pacemampueaemcs npumernerue CGémequlx HeﬁpOHHle cemeil Ha PA3IUYHbLX domanax
cucmem pacnosHaeanus auy. 05HClpyOfCEHu€, 8blpasHUBAHUE U pAChO3HAeAHUe. 0503]96661}07’}10}1
KJllodesvle apxumexknypovl u MemO()bl, npumensiemvle Ha xaccoom u3 smanos. Onucwl8aromcs

muozozaoaynvie CNN,

BLINONHAIOWUE HECKONbKO —QYHKYULL  0OHOBDEMEHHO.

Buwioensiromes

cogpemenHble meHoeHyuu pasgumusi 6 dmoti oonacmu. Onucwigsaromes muozozaoaunvie CNN,
BbINONHAIOWUE HECKOIbKO (DYHKYULL 00HOBPEeMEHHO. Bbvloensiomcs cospemeHHble MeHOeHyuu
PAa36UMusl: NpUMeHeHUe MEXAHUIMO8 BHUMAHUSA, MPAHCHOPMEPOS U 00yUeHUe HA MATbIX OAHHbIX.

BeedeHue
CI/ICTeMLI paCHO?)HaBaHI/Iﬂ JINI] cTaiau
HeOT’beMJ’IeMOﬁ YaCTbrO MHOTHUX COBpeMeHHHX

TEXHOJIOTHH, OT OMOMETPUYECKOH ayTeHTH(HUKALIUH
[1] mo ananm3a BHAEONOTOKOB B  CHCTEMax
6e3omacHoCTH. B 0CHOBE ycmexa 3TUX CHCTEM JIKaT
cBéprounbie HeliporHble cetH (CNN), KoTOphIe
MIPOJEMOHCTPUPOBAIN BBIJAIOLIYIOCS CIIOCOOHOCTB
K U3BJICYCHHIO HH(OPMATHBHBIX MPU3HAKOB W3
HU300paKCHUI.

[Ipouecc pacno3HaBaHus JUL  SBJISETCA
MHOTOSTAITHBIM, W JUI KQXJOTO 3Tana CyHIeCTBYIOT
CreLUaI3uPOBaHHBIE W a/IaliTUPOBaHHbIE
apxutektypsl CNN. [lonumanue ocoOeHHOCTEH
9THX apXWUTEKTYp W METOAOB HUX INPHUMEHEHUS
KPUTHYECKH Ba)XHO IS pa3paboTKy 3(PpdeKTHBHBIX

UCIIONIb3YEMBbIE Ha JTanax oOHapyxeHusl,
BBIPAaBHUBAHUS, U3BIICYCHUS IPU3HAKOB M TIPUHSATHS
pelIeHns, a TaKKe apXUTEKTYphl, OOBEIUHSIOINE
HEKOTOPBIE U3 ITUX ITAIOB.

O6HapyxeHue nuy, ¢ ucnonb3oeaHuem CNN

OOHnapyxeHHWe JIMI — TEPBBIH M OIUH U3
BaXXHEHIINX JTAIoB, 3aKJIIOYAIOITUHCS B
JIOKAIN3alM BCEX JIMI[ Ha HM300paKeHWH WM B
BUAEONOTOKE. JIEeTEKTOpBI JIMI JOJDKHBI  OBITH
YCTOWYMBBI K H3MEHEHMSIM MacmTaba, pakypca,
OCBEILIEHNS, YACTUYHBIM OKKITIO3MSAM U BBIPAKECHUAM

nun. Beicokast ckopocTh paboThl Takxke SBIAETCA
KPUTHYECKUM TpeGoBaHUEM JUIs MHOTHUX
MIPUIIOKEHUI.

CoBpemennble ~ CNN-#eTEeKTOpPHI  MOXKHO

U poOacTHBIX CHCTEM. B faHHOM  cTarhe YCIIOBHO Pa3fielMTh Ha IBa OCHOBHBLIX Tuma (puc. 1).
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Pucynok 1 — Apxumexmypor CNN-0emexmopos (Faster R-CNN, SSD, CenterNet, YOLOv3)
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JIByxstanuele, Takue kak Faster R-CNN,
CHayasia TeHepUPYIOT PErHOHbI-KaHUAThI, a 3aTeM
kiaccuunupytor ux [2]. OHum 00bluHO OoJiee
TOYHBIE, HO MeJyuieHHee. OHOATaIHbIe, HalpuMmep,
YOLO u SSD, npencka3bplBalOT OrpaHUYMBAIOIINE
PaMKH ¥ KJ1acchbl 0OBEKTOB 32 OJHMH MPOXOJ 10 CETH
[3]. Onm, xak mpaBmio, OBICTpee, YTO JENaeT HX
MPEANOYTUTEIbHBIMI ST 3aJad  PEaJIbHOTO
BpeMeHH. K OIHORTamHBIM TaKkXe OTHOCHTCS
CenterNet, KOTOPBIH HCIIONB3YET MOAXOH "OOBEKTHI
KaK TOYKH': BMECTO PaMOK OH OIIpeleNsieT IEHTPHI
OOBEKTOB Ha TEIUIOBOM KapTe M perpeccupyer ux
pa3Mepbl. JTO TO3BOJSIET JOCTHYb  XOPOLIETo
OanaHca MeXJy TOYHOCTBIO U CKOPOCTBIO, 0COOCHHO
B YCJIOBHSIX OTCYTCTBUSI SIKOPEH.

KiroueBbIMH  apXUTEKTypamu
0OHapy>KeHUs SIBISIFOTCSI:

—SSD (Single Shot MultiBox Detector)
nYOLO (You Only Look Once): xots 3T0
JIETEKTOphl OOIIero Ha3Ha4Y€HWs, OHU YCIIELIHO
aNanTUpPyIOTCsl JUId  OOHApy>KCHUS JIMIl IyTeM
oO0ydeHHs Ha COOTBETCTBYIOIIMX paracerax. OnHu
WCTIONB3YIOT TIPEJCKA3aHUs Ha KapTax HPH3HAKOB
pa3Horo mMacuirada ajs IeTEKIH 0OBEKTOB PA3HOTO
pasmepa [3].

— MTCNN (Multi-task Cascaded
Convolutional Networks): Kackan u3 tpéx cereii (P-
Net, R-Net, O-Net), rne nepsoie cet (P-Net, R-Net)
BBITIOJHSIOT TPYOYIO AETEKINIO U OTCEB KaHUIaTOB
[4]. TlompoOnee Oyamer paccMOTpeH B paszerne
MHTETPUPOBAHHBIX apXUTEKTYD.

—RetinaFace:  OmHO3TamueIil  IETEKTOp,
yacto wucronp3yrommii ResNet mmm MobileNet B
kauecTBe OazoBoit cetm (backbone) wm Feature
Pyramid Network (FPN) mis addextuBrOit padoTh
C JIMI]aMH Pa3HBIX MacmTabos [5].

Jns  yBenmuenms moms  o03opa  0e3
YBEJIMYECHUS] 4YHCNIAa MapaMeTpoB U COXPaHEHHs
paspemieHusl KapT NPHU3HAKOB B JAETEKTOpax JIUII
aKTHBHO TPUMEHSIOTCS PACIIMPEHHbIE CBEPTKU
(atrous/dilated convolutions). 9To TO3BOJIAET CETIM
3axBaThIBaTh 0OoJiee IIMPOKUI  KOHTEKCT, 4YTO
O0COOCHHO Ba)KHO JUISl Pa3IMYEHHS JIUI] HA CIIOKHOM
(¢oHe wMiM AN aHamM3a CBS3EH MEXAY YacTsIMH
muna.  Hampumep, B RetinaFace koHTekcTHbIE
MOJIYJIH, IOCTPOCHHBIE HA PACIIMPEHHBIX CBEPTKAX,
TTOMOTAOT YIAYYIINTh Ka9€CTBO JETEKIIHH.

B 3amagax nmetexiy OOBIYHO HCTOJIB3YIOTCS
KOMOWHAINH (YyHKIHA TOTEPh: s KiIacCUPUKAIAN
(ymmo/He mm1o) — kpocc-aHTpomnus wim Focal Loss
(>pdextnBHa Tpm gmcOamaHce KIACCOB), VIS
perpeccun koopauHar pamok — Smooth L1 loss.

CNN s

BbipasHueaHue nuy ¢ nomouwbro CNN

ITocme oOHapyXeHUS JIMIO HEOOXOAUMO
BBIPOBHSTH — MPHUBECTH K KAHOHHUYECKOMY BHIY
OyTeM JIETEKTHPOBAHHMS M  HOPMAIH3aldH [0
KJIFOYEBBIM TOYKAM. OTH TOYKH, TaKMe KakK YIJIbI
IJ1a3, KOHYMK HOCA, YIVIBI PTa, KOHTYphl OpoBeil u
noxboposKa, CITyxKar OpPHEHTHPAMHU JUTSt
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TeOMETPHUYECKOM TpaHchopManuy. Iens
BEIpaBHUBAaHHS — HE TMPOCTO HAWTH TOYKH, a
HCII0Ib30BaTh Hx Jinit' TeOMETPHUYCCKOM
Tpancopmarmu  (Hampumep, apPUHHON  HIIH
moJO0Ms) HWCXOMHOTO HW300pakeHHWs JHUIa. ITO

MPUBONUT JII0O K CTaHJAPTHOMY Macmraly,
OpPHMEHTAaLlMU W IOJOXKECHUIO, TAE, HalpuMmep, Iiaza
HaxomATCsd Ha OIpPEAEIEHHOM TIOpPU30HTAIBHOMN
JUHAN, & PACCTOSHHE MEXTy HUMH (PUKCHPOBAHO.
Takoit KaHOHMYECKUU BUJ MUHUMU3UPYET
Bapualuu, HE CBA3AHHBIC C UACHTUYHOCTHIO, TAKUEC
Kak 1o3a 1 MacmTao.

BrolpaBHUBaHME ~ 3HAUMTENBHO  CHIDKAET
BapUaTHUBHOCTh BXOJIHBIX JIAHHBIX JUTSt
MOCJENYIOIIeH CEeTH W3BJICUEHUS! IMPU3HAKOB, 4YTO
HampsiIMy!0 TIOBBIIIAET TOYHOCTH M POOACTHOCTH

pacrio3HaBaHusi.  be3  BbIpaBHMBaHHMA  JlaXe
HeOoNpIIe M3MEHEHUS B paKypce WM MacIrade
JMIa  MOTYT  THPUBECTH K  3HAYUTENBHBIM
W3MEHEHHSAM B BEKTOpE NPH3HAKOB, 3aTPYIHSSA
CpaBHEHHE.

KonmuuecTBO  HETEKTHPYEMBIX — KJIIOYEBBIX

TOYEK BAPBUPYETCS B 3aBHCHMOCTH OT 3a1a4yd
HEOOXOIUMOI TOYHOCTH:

—5 ToYeK: 0OBIYHO 3TO LEHTPHI IV1a3, KOHYHK
HOCA U YIVIBI pTa. DTOr0 JOCTATOYHO Uit 6a30BOrO

BblpaBHUBaHus (Hampumep, B MTCNN  wmm
RetinaFace JUTSt MocCenyomen rpyooit
HOpMAITU3aITIH).

— 68 Touek: CraHmapt, 4acTO HUCIONb3YyEMBII
B aKaJeMHYECKUX WCCIENOBaHUAX (HampuMep,
nmaracer iBUG 300-W), mosBomsier ©oyiee TOYHO
CMOZETMPOBATh KOHTYP JIKIa, (hopMy I1a3, OpoBeit u
ry0.

—98 Touek u Oosee: 00ECHEUMBAIOT eIIe
Oonmee  JeTanbHOE  MPEACTAaBICHUE,  BKJIIOYas
KOHTYPHBI 3padykKoB, BCK, 0Oojee IIOTHBIE TOYKH Ha
ry0ax v KOHTYpE JIHIIA.

BonpimHcTBO COBPEMEHHBIX  METOJIOB
BBIPDABHUBAHUS OCHOBAHBI HA PETPECCHU KOOPIHHAT
Kkio4yeBbIx Todek ¢ nomouipio CNN. CyiecTByroT
JIBa OCHOBHBIX Tojxo/a [6]:

1. Ipsmas perpeccus
koopauHaT: CeTb HampsAMYIO TpeAcKasbIBaeT (X, V)
KOOPAMHATHI Ui KaxXAoW M3 N KIIIOYEBBIX ToueK. B
KagecTBe  (QYHKUMH TOTePh  3AE€Ch  OOBIYHO
ucnone3ytores L1-nopma (Mean Absolute Error)
wm L2-vopma (Mean Squared Error), mubo wux
koMOuHaIu, Takue kak Smooth L1 loss, kotopas
MEHee 4yBCTBHTENIbHA K BbIOpocam, yem L2, u
uMeeT Oosiee CTaOMIbHBIC TPATUCHTHI [UIS MAabIX
omuooK, yem L1.

2.Perpeccus TEILJIOBBIX kapt: CeTb
npeackaspiBaeT N TEIUIOBBIX KapT, MO OAHOW IS
KaXJ0i KiroueBod Touku. Kaknmas temsoBas kapra
TIPEACTABISAET co0oif 2D pacripenenesuie
BEpOATHOCTEH, TIe TIMK SPKOCTH  (BBICOKOE
3HAaUYeHHE) VyKa3plBaeT Ha Hamboliee BEPOATHOE
MOJIOKEHUE COOTBETCTBYIOIEH KIIIOUEBOM TOUKH.
KoopamaaTsl TOYKM 3aTeM  M3BICKAIOTCS  Kak
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MOJIOKEHUE MaKCUMyMa Ha TEIUIOBOM KapTe, 4acTo ¢
CyOITMKCEIbHOW TOYHOCTBIO (Hampumep, MyTeM
WHTEPIONSANUMN I TOATOHKK (yHKIMH [aycca).
OrtoT momxox wacto Oosiee pobacTeH M TOYEH,
OCOOCHHO JUI CJIOXKHBIX CIIy4aeB, TaK Kak OH
HESIBHO KOJMPYET NPOCTPAHCTBEHHYIO HH(POPMAIIHIO
U CTPYKTYpy BOKPYT TOYKH M IO3BOJSICT CETH
oOyyatbcsi ¢ Oonee INagKUMH TpaJUeHTAMH.
OyHKIMKA TOTEPh IS TEIUIOBBIX KapT OOBIYHO
ocHoBaHbl Ha MSE Mexmy mpencka3aHHOW u
STAJIOHHON (CreHepHpoBaHHOH, Hampumep, 2D
¢dynkiueit ['aycca BOKpYr MCTHHHOM KOOPIWHATHI)
TeroBol Kaptoil. [IponBuHyThIe QYHKIMK MOTEPH,
takue kak Wing Loss u Adaptive Wing Loss, Obl1n
MPE/JIOKEHBI JUIS YIYUIIEHNS! TOYHOCTH, 0COOCHHO
JUIl TOYEK C OOJBUIMMH OTKJIOHEHHSMH, YICIss
OoJibllle BHUMaHUS OMIMOKaM Ha 'PaHUIaX 00bEKTOB
W yMEHbIIasl YyBCTBUTEIBHOCTh K MaJIbIM OIIMOKaM
BOJTM3M [IEHTpA.

ApPXHUTEKTYpHO 3TO MOTYT OBITH  Kak
oraensHple CNN, Tak W MOOyNMH BHYTpH Oonee
KkpymHBIX cereil. Hampumep, O-Net B MTCNN
cnennanbHas BeTka B RetinaFace omHOBpemMeHHO ¢
JIETEKIMEH MPEACKA3hIBAIOT 5 KIIFOUEBBIX TOUEK. JTO
3¢ PEeKTUBHO, TaK KaK MPHU3HAKU, M3BICYCHHbBIE IS
JETeKIUH, YaCTUYHO ITOJIe3HBI M Ul JIOKaIH3aIllHuu
Touek. JInst mpenckasaHust OOJBLIOrO YWCIa TOYEK
(68+) wyacrto wucHonp3yroTcs Oojiee DIIyOOKHE U
CJIOXHBIE APXUTEKTYpHI. [IOmyNspHBl apXUTEKTYpHI
Ha ocHoBe Moxaudukanmii ResNet mmm Hourglass
Networks. Hourglass Networks, Omaromapsi cBoeit
MHOTOMacIITaOHON APXUTEKType c
MOCJIEAOBATENbHBIMI  3TAallaMH  TIOHWXKEHHUS U
TIOBBIIIICHUS paspereHus " MIPOITyCKaMH
COCOMHEHUHN, J(PQPEKTHBHO  arperupyrT  Kak
1o0anbHBIE  KOHTEKCTHBIE, TaK M JIOKaJbHBIC
BBICOKOJICTaII3UPOBAaHHBIE TPU3HAKH, 41O
KPUTHYHO ISl TOYHOH JIOKAIM3AaLMH BCEX TOYEK.
Hpyrue apxurtextypsl, Takue kak High-Resolution
Networks (HRNet), cTpemsaTcs NOAISPKUBATH
NPE/CTaBICHUE C BBICOKMM paspelleHneM Ha
NPOTSDKEHUU BCEH CeTH, OOBeNUHSS MapajielbHbIe

CBEPTOYHbIC IIOTOKM pa3sHOr0 pa3pelieHHs, YTO

TaKkKe CIOCOOCTByeT BBICOKOH TOYHOCTH
JIOKAJIN3AIHH.
B  HEKOTOpBIX TPOABUHYTBIX CHCTEMax

BBIPABHUBAHUE MOXKET TAKXK€ BKIFOYATh OLEHKY 3D-
MOJIOKEHUSI TOJNOBHI (ymiel Diiyiepa: phICKaHHE,
TaHTaX, KpeH) 1o 2D-n300pakeHHI0 C MOMOLIBIO
CNN. D11 mapameTphl 3aTeéM MOTYT UCTIOJIb30BaThCSA
U BBINOJIHEHUS Ooinee CIIOKHOM 3D-
HOpPMaNM3alMyi  JIMIA, [poelupys €ero  Ha
(pOHTANBHBI BHJ WIM HCHONB3Ys WX Kak
JIOTIOJTHUTEIBHBIC ITPU3HAKH.

Pacno3HaeaHue nuy: u3eJsieqyeHue
npu3Hakos, udeHmudpukayusi u
eepudpukayusi

DTO KIIOYEBOM JTam, TI1Ae BBIPOBHEHHOE
n300pakeHne JHIa Mpeodpa3yeTcss B KOMIAKTHBIA H
JNIUCKPUMHUHATUBHBIN BEKTOP IPU3HAKOB, KOTOPBIN
3aTeM HCHOJB3yeTCs ISl WISCHTU(DHUKAMH WK
Bepu(UKALUK TUIHOCTH.

OcHOBHasi LeNb W3BJICUEHHsS] IPU3HAKOB —
MOJIYYUTh BEKTOp, KOTOPBIi Oyner
JUCKPUMHUHATUBHBIM (BEKTOPBHI NMPHU3HAKOB Pa3HBIX
Jrofe  JOKHBI  OBITH  XOPOLIO  pasneiuMbl B
MPOCTPAHCTBE  NPH3HAKOB) ¥  HMHBAPUAHTHBIM
(BEKTOpBI TPU3HAKOB OJHOTO M TOTO JKE YEIOBEKa
JIOJDKHBI OBITH OJNM3KM, HECMOTPS HA HM3MEHEHHS
OCBEIICHHS, BBIPAKEHHS JIMIA, BO3PACTa U JAPYTrUX
HEUJICHTHU(HUKAINOHHBIX (PAKTOPOB).

Jnst  u3BIEYCHUS]  MPH3HAKOB  4YacToO
WCIIONB3YIOTCS Clienyonne 0a30Bble apXUTEKTYPBI
CNN:

—VGGNet: wucnonmp3oBajlaCh B PaHHHUX
cuctemax (Hanpumep, VGG-16 (cMm. puc. 2)), HO
ceiiyac  ycrynuia MecTo Oosee  IIIyOOKHM
APXHUTEKTypaM.

— ResNet (Residual Networks): sBnsercs me-
(dakto  cTaHmaproM  Omarojaps  BO3MOXXHOCTH
o0y4ars oueHb TiryOokue cetr (ResNet-50 (cm. puc.
3), ResNet-100 u riryOoxe).
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Pucynok 2 — Cmpyxmypa VGG-16
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Pucynox 3 — Apxumexmypa ceéépmouynoii Hetiponurou cemu ResNet50
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—Inception: ApXHMTEKTYypbl C HHICIIIH-

Monyismu (Hanpumep, B GoogLeNet (cm. puc. 4))
3¢ ¢dexTHBHBI Onarofaps HapajuieqbHONH 00paboTKe
MIPU3HAKOB HA pa3HbIX MacmTadax [7].

— JlerkoBecHble apxuTekTypbl: MobileNets,
EfficientNets, ShuffleNets. Mcnonap3yloT MeTombl
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Bpole  DIIyOMHHO-pa3feNUMBIX  CBEPTOK  JUIs
CHWKEHHMS  BBIYUCIHUTENBHOM  CIIOXKHOCTH, 4TO
KPUTHYHO JUI MOOWJIBHBIX YCTPOWCTB (Hampumep,
MobileNet v2, npencrapineHHas Ha pucyHke S5) [8].
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Pucynox 4 — Apxumexmypa ceépmounou nHeviponnou cemu Inception (GoogLeNet)
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Pucynox 5 — Cmpyxmypa cemu Mobilenet v2 + SSD
st 00y4eHust JIACKPUMHUHATHBHBIX OTCTYIIOB (margins) IS YCHJIEHHS

MPU3HAKOB pa3pabOTaHbl CICIHATIBHBIC (DYHKIUH
moTeph, paboTaromue MOBEpX BBIXOJOB backbone-
cetn. K aHum otHocstes Contrastive Loss u Triplet
Loss, HanpaBieHHble HA MUHUMH3ALUIO PACCTOSHUS
MEXIy  IpU3HAKAMHU OJIHOTO Kimacca H
MaKCHMH3ALHUIO PACCTOSHUS MEXAy HpU3HAKAMH
pa3HBIX KJIaccoB. TakKe MOMyNIspHbI MOAN(DUKALH
cranaaptHoii  Softmax-morepu ¢ BBEICHUEM
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BHYTPHKJIACCOBOW KOMITAKTHOCTH M MEXKJIACCOBOM
pasnenumocTH, Takue kak SphereFace (A-Softmax),
CosFace m ArcFace (Additive Angular Margin
Loss), mocnemusss sBIsSeTcs OJHOW W3 HamOomee
MONYJSIPHBIX Ha CETOAHSIIHUH J1CHb.

Ilocme monmydeHHs BEKTOPOB NPH3HAKOB
CIIeZyeT dTall IPUHATHS PeLICHHS:
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—Bepuduxanus: 3amaua cpaBHeHHS "OIUH K
onaomy" (1:1). BekTop NpU3HAKOB NPEIbsBICHHOTO
JIUIIAa CPABHHBACTCS C OTAJIOHHBIM BEKTOPOM
MPU3HAKOB  3asBJICHHOW JIMYHOCTH (HAIpHUMep,
XpaHsmmMcs B 0aze JaHHBIX). Eciam paccrosHue
MEXIy BCEKTOpaMHu (HampuMmep, EBKIUIOBO WM
KOCHHYCHOE CXOJIICTBO) COOTBETCTBYET 3aJaHHOMY
TIOPOTY, IMIHOCTH MOJTBEPIKIACTCS.

— Unentudukarus: 3amada cpaBHEHUS "oIuH
ko  MmuormMm"  (1:N).  Bektop  mpu3HaKOB
TIPEIBSIBICHHOTO JIMIIA CPAaBHUBAETCSI CO BCEMH
BEKTOpaMH NPU3HAKOB B 0a3e MaHHBIX. JIMUHOCTH
ompenenseTrcss Kak Ta, 4YeW JTaJOHHBIA BEKTOP
HauOosee OMM30K K TpeabsSBICHHOMY (Hampumep,
UMEeT HAMMEHBIIIEE PACCTOSHUC WM HauOOJbIICe
KOCHHYCHOC CXOJICTBO), MpPH YCJIOBHH, YTO 3TO
CXOZICTBO IPEBHIIIACT OMPEICICHHBIN TTOPOT.

Camu 1o ce0e 3TH ATarbl CPaBHEHHS OOBITHO

He TpeOyroT crnenuanmupoBaHHeIXx CNN, a

AyrMeHTanus JaHHBIX BKJIIOYAET
NPUMEHEHHE  pasiM4HBIX  IpeoOpa3soBaHUH K
oOyJaromM u300pakeHusAM. YacTH4YHBIE CBEPTKU
MOTYT HCIOJNB30BaThbCs B CETSAX JUIsl  3ajad
BOCCTaHOBIICHUS
OKKJTIOTUPOBAHHBIX yacren Iuna nepen
W3BJICYEHUEM TPHU3HAKOB WJIM JJIsi OOydeHHMsl ceTeit
ObITb OoJiee yCTOWYMBBIMH K OTCYTCTBYIOLIMM
JIAHHBIM; CBEPTKA MPUMEHSETCS TOJBKO K BaJIMIHBIM
TTUKCENSIM, a PE3YyNbTaT HOPMaJIU3yeTCs.

CrpoOupoBaHHbIE CBEPTKH NMPUMEHSIOTCS B
TeHEePATHBHBIX MOJEISAX M 33a7adax PeKOHCTPYKLHH;
o0yJaeMblii MEXaHHU3M CTPOOHMPOBAHUS  MOXKET
IOMOYb CeTH aJalTUBHO (DOKYCHpOBAaTHCS HA
3HaYMMBIX  y4acTKax JIMIA, WCHOPHPYS WU
BOCCTAHABIMBAs  MCKAXEHHBIC, YTO KOCBEHHO
yiIy4IIaeT KadecTBO H3BJICKAEMbIX IPU3HAKOB IS
pAacIo3HaBaHUs.

MOJararoTCs Ha MCTPUKU PACCTOSHUS KU IIOPOIOBEIC WHmezpupoeaHHble u  MHO203ada4Hble
3HAYEHMS. Onnako Ka4€eCTBO u CNN-apxumekmypbl
TUCKPUMUHATUBHOCTh TPU3HAKOB, H3BICYCHHBIX
BmecTo TmocnenoBarenbHOrO  MPUMEHEHHS
CNN, HaIPSAMYO ONPENEIIAIOT TOYHOCTh o
OTAENBHBIX ~ MoOJENed Uil  KaKAOro  JTara,
BepUBHKAIMK 1 UACHTU(DUKALIUH.
COBPEMEHHBIE ~ CHUCTEMBl  4YacTO  HCIIOJIB3YIOT
Jlns moBeIIeHUs: poOACTHOCTH K OKKITIO3HSIM,
WHTETPHPOBAHHBIC APXHUTEKTYPHI, BBIMOIHSIONINE
MackaM ¥ JApPYIHM HCKKCHHSAM Ha  JTare
HECKOJIBKO 33]1a4 OZTHOBPEMEHHO.
W3BJICUCHHSI  TPU3HAKOB  HWIM  [penoOpaboTku .
(9] KrnaccuueckuM mpuMepoM MHTETPHUPOBAHHOM
MPUMEHSIOTCS pa3IndHbIe TOAXO/BI [9]. .
p p X0 cuctembl sBisercss MTCNN  (Multi-task Cascaded
Convolutional Networks) [4] (cm. puc. 6).
— — — _ _ _ _ RENe e g e R e e e
| Conv: 3x3  Conv:3x3 Cony:2x2  fully ; Jassificats I | ("on:: 3x3 Conv:3x3 Conwv 3x3 B lec::_ o |
| MP: 3x3 MP: 3x3 connect ace classitication | MP: 2x2 classification |
- = | p— — IxIx2
| . = bounding box I | — = — B bounding box |
| | ui Y regression | o .{cgmisiml |
input size |, 11x28 Axdx48 IxIx64 128 Facial landmark I i"Pu‘Si’f 5x5x10 33x16 IxIx32NIg Facial landmark |
24x24x3 localization | | 12x12x3 localization
. Ixixto. ]
- - - 9N
| Conv: 3x3 Conv: 3x3 Conv: 3x3 Conv: 2x2  fully . ) L
MP: 3x3 MP: 3x3 MP: 2x2 comeet (| face clasification |
I 2 |
| =] = = = [”Ei = H [ bounding box regression
| , 4 |
input size c [ i izati
| & PR32 I0xI0x64 Axdx6h 3oxI2g 256 L Facial landmark localization |
48x48x3 10 ]
Pucynox 6 — Cucmema MTCNN
Oro kackax u3 Tpéx CNN: P-Net (Proposal OCHOBE OOIIEro OCHOBHOW ceTH (Hampumep,
Network) reHepupyeT KaHAHIATOB OKOH C JIMIIAMU; ResNet+FPN) RetinaFace OJTHOBPEMEHHO
R-Net (Refine Network) ¢unsrpyer xanamaaToB u KIaccuuIpyer oOnacTh Ha HaJIW4yWe JIMIA,
yrounser pamku; O-Net (Output Network) perpeccupyer  KOOpAWHATBl  OrpaHMYUBAIOLIEH
(MHATEHO YTOYHSET paMKH W TPEACKa3bIBAcT paMKH ¥ KOOPJIWHATHI 5 KIIOYEBBIX TOUYEK JIMIA.
KOODOMHATHL 5 KIIOYEBBIX TOYCK JIMIA  JUIA WHorma  momoiHWUTENFHO — TpenckasbiBaeT  3D-
BEIpaBHMBaHMA. Kaxmas ceTh pemraer HECKOIBKO mapaMeTphl JIHIA WIA IUIOTHOCTh THKCEJeH JHnIa.
3amad: KiaccupuKanys (JIUIO/HE-JUI0), PerpecCHs [IpenMyiecTBaMH ~ WHTETPUPOBAHHBIX  ITOIXOIOB

OTpaHUYMBAIOIICH paMKH, PErpeccusi KIOUeBbIX
Touek (s O-Net).

Jpyrum npumepom sisisietcst RetinaFace (cm.
puc. 7)— COBpPEMEHHBIH OJHOATAIHBIH JETEKTOp,
KOTOpPBIN Takxe SIBJsieTcsl MHOro3zajnauneiM [5]. Ha

30

SBJIAIOTCS MOTEHIMAIBHO 00Jiee BBICOKAs CKOPOCTH
(ommH Tpoxon Yepe3 OOIIyI0 4YacTb CETH), JIydIiee
UCIIONB30BAaHNE IIPU3HAKOB (TIPU3HAKH, IIOJIC3HBIC
JJIA OHHOﬁ 3aga4u, MOTYT 6I)ITI) IOJC3HbI U JJIA
Jpyro) ¥ MeHBIIMH pa3Mep oOmie Mojenu.
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Feature Pyramid Network

Cascade Multi scale Context Head Module (* 5 scales * 2 cascade)

classification !

Box
regression

5 landmarks |
ression

Multi-task Loss 1

wx hx256

Feature ma 1k 3D vertices;

regression

/ Multi task Loss 2

gl

Pucynox 7 — Cmpyxmypa cemu RetinaFace

OpHako Takue TMOAXOAbI CONPSIKEHBI C
BBI30BaMH, TAKUMH KaK CIIO)KHOCTh OOydYeHHs H
0aaHCHPOBKM pPAa3NMYHBIX (YHKIOMH MOTEpb, a
TaKKe TOTEHIMaNbHass HHTepQEepeHIrs MeXay
3aga4aMy. XOTs OOHapy)XeHHe W BBIPABHUBAHUC
4acTO MHTETPUPYIOTCS, ITA U3BJICUCHHUS IPU3HAKOB

it pacro3HaBaHus (n MoCIeAyoIIeH
WUACHTU(DUKATAN/BEPUDUKAII) 0OBIYHO
BEITIOJTHSAETCS ~ OTHACNBHOW, Oomee TiyOOKoW U

cnermanu3upoBanHoii CNN (Hampumep, ResNet ¢
ArcFace) nocie Toro, Kak JUIIO ObUIO 0OHAPYKEHO
1 BBIPOBHEHO MHTETPUPOBAHHON CUCTEMOM.

CoepemeHHble meHOeHUUU

PazButme @ CNN s aHamm3a  JIUII
mpomoDKaeTes, (OKYCHPYACh Ha  CICIYFOIIUX
HanpaBJCHUSIX:

— MexaHu3MBbI BHUMAHUSA: HHTEerpauus

Moxyied, Takux kak Squeeze-and-Excitation (SE)
6noxm mimm Convolutional Block Attention Module
(CBAM), mo3BoJIieT  CETAM  JWHAMHYECKH
HepepaclpenesiiTh  BBIYMCIUTEIBHBIE  PECypPCH,
¢dokycupysice Ha  Hambonee  HMH(GOPMATHBHBIX
IpU3HAKaX W300paXKEHHS W IOHABIAS  LIyM.
TpanchopmepHble MOIYIM CAaMOBHHMAHHS TaKKe
HA4YMHAIOT TPUMEHSATHCS Ui 3axBaTa II00AJbHBIX
3aBUCHMOCTEHl MEXIy 4YacTsAMH JIMIa, YIyd4iias
MOHMMaHHE KOHTEKCTa. DTO OCOOEHHO BaXKHO JUIs
pacrio3HaBaHMsl JIMI] B CJIOXHBIX  YCJIOBHSX
(OKKJIFO31MH, HEONITHMAIILHBIE PAKypCHI).

—Tpanchopmepsr B 3permn  (Vision
Transformers, ViT): MOKa3bIBAIOT
KOHKYPEHTOCIIOCOOHBIE ~ PEe3YyJIbTaThl, MOSBIISIOTCS
rubpunasie  momenn (CNN+Transformer) Ttuma
ConvNeXt.

— 3D-pacnio3naBanue u 3amuTa: [lepexox ot
2D x 3D-aHanu3y JHI TIO3BOJISICT TOBBICHTH
TOYHOCTb paclo3HaBaHUs, 0COOCHHO IIPH BapHaLUAX
MO3bI, M SIBISIETCSl KIIOYEBBIM Ui OOpBOBI CO
cnyduHnr-arakamun  (npenbsiBiaeHue  ¢dororpadumu,
Byuseo win 3D-macku BMECTO pEaJbHOIro JIMIA).
CNN oOyuarorcss u3BieKaTh mnpu3Haku u3 3D-
JIaHHBIX (HampHMep, KapT MIyOWHBI, 00JIaKOB TOYEK)

wm  ouenusBarb 3D-popmy smma mo  2D-
n3o0pakeHnto.  Jlas  3amUTBl  OT  TOJJIENKH
pa3pabaThIBalOTCS CNN, aHATM3HUPYIOIIHC
TEKCTYpHBIE MaTTEePHBI, MUKPOABHKEHHS,
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OTpakaTebHEIC CBOHCTBA KOXKHU U JPyTUe MPU3HAKA
"KUBOCTH".

— OOyuenne Ha Manbix maHHBIX (Few-Shot
Learning u One-Shot Learning) [10] mpencrasnser
co0OW  HampaBjIieHHWEe,  OPHEHTHPOBAHHOE  Ha
pa3paboTKy MoOjesei, CIOCOOHBIX pPaclo3HaBaTh
JiMIia HOBBIX H}Oﬂeﬁ, UMEA JIMIIb OIPaHUYCHHOC
yucio npuMepoB. CyTh MOAXONA 3aKIIOUACTCS HE B
3alIOMUHAHUY KOHKPETHBIX KIIACCOB, a B OOydYCHHUH
caMOi CITOCOOHOCTH OBICTPO aJaNTHPOBATBHCA K
HOBBIM 3aJlaqaM. JTO JOCTHTAaeTCs 3a CYET Tak
HA3BIBAEMOTO MU30IMIECKOTO OOYICHUS: MOJIENb BO
BpeMsI TPEHHPOBKH PEIIaeT MHOKECTBO HEOOIBIINX
3a/a4, AIMUTHPYIOIIHUX OYIYyIIHe TECTOBBIE YCIIOBHS,
HampuMep, Koraa TpeOyeTcs pa3InduTh IITh JIUI] 10
OJHOMY  TIpUMEpy  Kaxkporo. B kadecte
ApXUTEKTYPHBIX PEHMICHHH YacTO MPUMEHSIOTCS
MOJICIH, OCHOBaHHbIE Ha CPAaBHEHUHM 3MOE/IIMHIOB
u3zo0pakenuid. Hampumep, B CHaMCKHUX CETSIX
MOJCJIb YUUTCA ONPCACIIATH, IMPUHAAJICKAT JIK JIBa
U300paXeHUs] OIHOMY U TOMY JK€ 4YeJoBeKy. B
MPOTOTHITHICCKUX CeTsIX KaxJ10e JIUIIO
MPEJCTaBIsACTCI KaK BEKTOp B  MPU3HAKOBOM
MPOCTPAHCTBE, a KIIACCH(HKAIUSI HOBBIX MPUMEPOB
BBIMIOJIHSIETCS. 1O  paccTosiHUui A0  "meHrtpa'
COOTBETCTBYIOIIETO Kiacca. Takke NPUMEHSIOTCS
MeTOobl MeTaoOy4eHus, Takue kak MAML (Model-
Agnostic Meta-Learning), tme mozmens oOydaercs
TaKuM 00pa3zoM, 4TOOHI e€ mapaMeTpsl MOKHO OBLIO
ObICTPO  afanTHpOBaTh K HOBOM 3ajadye cC
MHWHHUMAJIBHBIM YUCJIOM I'PAAUCHTHBIX II1aroB.

—T'eneparuBapie mopenu (GANSs) Haxomsr
MpUMEHEHHe U1 CHHTe3a (HOTOPCATMCTHYHBIX
U300paKCHUHN JTUI, YTO TMOJIE3HO JJIS ayrMEHTAIuu
JAHHBIX, OCOOCHHO JUII  PEIKHUX  PaKypCOB,
BEIpaXeHUH win aeMorpaduyeckux rpymm. OnHu
TaKXKe WCIONB3YIOTCA JUIA 3a/ad HOPMAaJIU3alliH
n300pakeHMid (HapuMep, H3MEHCHHE paKypca JIuia
K (hpoHTAITEHOMY, yaaneHue OYKOB,
OMOJIOKEHNE/COCTApUBAHIE), YTO MOXKET YITyUIIHTh
KaHOHUYHOCTh BXOJHBIX JAHHBIX [UII OCHOBHOM
CEeTH pacIlio3HaBaHUS.

Bbi16800bI

CBépTOouHBle HEHPOHHBIE CETH UTPAIOT
LEHTPaIbHYI0 DOJIb Ha KaXIOM JTale CHCTEM
pacmo3HaBaHMg JML.  Jna  oOHapykeHHs U
BBIPAaBHUBAHUS 4acTo UCIIOJIb3YIOTCS
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CIieIMaIN3UPOBaHHbIe WK MHOrosajgaunbie CNN,
takue kak MTCNN u RetinaFace, npumensiromue B
TOM YHCIE PACIIMPEHHBIE CBEPTKU JUIS JIydILIETo
aHanm3a KOHTEKCTA. Hna U3BIEYEHUS
JIUCKPUMUHATUBHBIX TMPU3HAKOB, HCIIOJIB3YEMBIX B
JAJTBHEHIIEM JUTS UACHTU(DUKAIIMK ¥ BepU(HUKAIUH,
TIPUMEHSIOTCS TIIyOOKHe apXHUTeKTyphl Tuma ResNet
B COYETAaHWH C MPOABHHYTHIMH (PYHKIHSIMH ITOTEPh
(ArcFace, CosFace). OOneru€énHeie  Momenu
(MobileNet) obecrieunBaoT paboTy Ha MOOMIBHBIX
ycTpoiicTBax. Mcnonbp3oBaHue — YaCTHUYHBIX U
CTPOOMPOBaHHBIX CBEPTOK MOMOraeT B 00paboTKe
HEWJeanbHbIX JAaHHBIX W TeHepauuu. bynymiee,
BEPOSTHO, 3a IanbHEHIIeH HUHTETpaluen,
THOPUAHBIMH MOJACISAMH W pelleHHeM mnpoliiem
POOACTHOCTH M CKOPOCTH PaOOTEHI.
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Kouemypoe B. B., @eosnes O. H. Ceépmounvie HelipoOHHbIE CEMU 6 CUCIMEMAX 0OHAPYIHCEHU U
pacno3nasanus auy. B cmamve paccmampueaemcs npumenenue c6EpMOYHbIX HEUPOHHBIX cemell

Ha pasziu4dnblx omandx cucmem pacno3naeanus Jauy.

obHapydicenue, GuipasHuanue U

pacnosHaedanue. 0603peeai0mc;l KJllodesvle apxumeKkmypbvl u Memodbl, npumMeHsiemvle Ha Kascoom

uz omanoes.

Onucwlearomess  MHO203a0a4YHble

CNN,

BbINONHAIOWUE  HECKONbKO — (DYHKYuUl

00HO8peMenHO. Buvidensaiomes cospemenHvle MeHOEHYUU pazeumus. NpuMeHeHue MexaHu3Mo8
GHUMAHUSL, MPAHCHOPMEPOS U 0OYYeHUe Ha MATLIX OAHHBIX.

Knrouesvie cnosa: ceé’pmotmble HelijHHbl@ cemu, pacnosHaeanue Juy, 06HapyofceHue Juy,
eblpasHUsaHrUe Uy, apxumexkmypbol cemezZ, KomnbslomepHoe 3penriue.

Kocheturov V.V., Fedyaev O.1. Convolutional neural networks in face detection and recognition
systems. The article discusses the application of convolutional neural networks at different stages
of face recognition systems: detection, alignment and recognition. The key architectures and
methods used in each stage are reviewed. Multitasking CNNs that perform multiple functions
simultaneously are described. Current development trends are highlighted: the application of
attention mechanisms, transformers, and learning from small data.

Keywords: convolutional neural networks, face recognition, face detection, face alignment,

network architectures, computer vision.
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