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Annomauyusn

B cmamve paccmompena npocpammnas peanuzayus aneopumma 2eHepamueHbixX COCHs3aAMerbHbIX
cemeti 0na 3a0ay cuHmesa usodpaxcenuu. Ilpedcmasnenvt smanvl HOO20MOBKU OAHHDIX,
NPOEKMUPOBAHUS. APXUMEKNTYPbL 2EHEPATNOPA U OUCKPUMUHAMOPA, d MAKice MEMOOUKa 00yUeHUs.
MoOenu ¢ UCTONb308AHUEM KOMOUHUPOBAHHBIX (DYHKYULL NOMEPD, PACCMOMPEHA OYeHKA Kaiecmed
pabomsl 2enepamopa. B xode obyuenusi moodenu ObLiu 0OCMUSHYMbL 3HAYUMbLE PE3VIbIMambl,
noomeepicoénnble KonuuecmeeHuviMu mempuxamu kayecmeéa PSNR u SSIM. Ilepcnexmusamu
oanvHetiuezo  pazeumusi  AGIAIOMCS  ONMUMU3AYUSL  npoyecca O00ydeHusi Oasi  NOGbIUEHUs.
yemouuugocmu mooenu, eneoperue moouguxayuii apxumexmypot GAN, a makoice pacuuperue
@yHKYUOHAIBHOCTIU CUCHEMbL 3d CUEm NO00EPIHCKU DoJiee CLONCHBIX U PA3ZHOOOPA3HLIX MUN08

B6XOOHBIX OAHHbIX.

BeedeHue
CoBpeMeHHBIE JOCTIDKEHHS B oOmacTu
WCKYCCTBEHHOTO  HMHTEJUICKTa W MAIIMHHOTO

O6y‘-ICHI/I$[ OTKPBIBAIOT HOBBIC BO3MOXHOCTH JIsA
CHUHTE3a M TeHepauuu AaHHBIX [1, 2]. OmgHuM u3
Hanbojiee PEBOMIONMOHHBIX HAlpaBlIeHHH B 3TOU
00J1aCTH CTaJIM TeHePaTUBHBIE COCTSA3ATEIbHBIC CETH
(GAN), KOTOpbIE TIO3BOJIAIIN JIOOUTHCS
3HAYUTEJIEHOTO nporpecca B CO3/1aHUU
(hoTOpeanuCTUIHBIX M300paKEHUH, CHHTETHYECKUX
BHUJIE€0, TEKCTOB, My3BIKH M IPYTHX BHJIOB JJAHHBIX [3].

[Mpuanun  paborst  GAN  ocHOBaH Ha
B3aUMOJACHCTBUM JIByX HEUPOHHBIX ceTel
TeHeparopa M AUCKPUMHUHATOPA, KOTOPbIE 00yJIatoTCst
B IPOLECCE COCTA3aTeNbHOM uWrpbl. [eHeparop
CTPEMHTCSI  CO3JaBaTh  JaHHbIE, MAaKCHMAJbHO
MOXO)KUE Ha peajbHble, B TO BpeMsl Kak
JUCKPHMUHATOP MBITACTCS OTINYNUTh CHHTETUYECKHUE
JlaHHbIE OT Hactosuux. biarogaps TakoMy noaxomy
o0e MoIemu TOCTEICHHO COBEPILCHCTBYIOT CBOU
CIOCOOHOCTH,  4YTO  TO3BONSIET  J0OMBATHCS
BIECYATIISIIOIINX ~ PE3y/IbTaTOB B T'eHEPAaTHBHBIX
3a/adax.

Peanuzanus anropurMa TpeOyeT TIIaTeIbHON
HACTPOWKH apXWTEKTYphl HeHpoceTel, BBHIOOpa
ONTHMAIBHBIX METONOB O0ydeHusi, oOecredeHus
CTaOMIBHOCTH CXOIMMOCTH, a Takxke 3(pdekTuBHON
00paboTku oOyyaromux naHHBIX. OmuOKy Ha TF000M
M3 3TAINOB MOTYT MPUBECTU K KOJUIANCY MOZAETH WIIN
TMOJYUYCHUIO HU3KOKAYECTBECHHBIX PE3YJIIbLTAaTOB.

Ienbro maHHOM pabOTH ABISIETCSA pa3paboTKa
MPOrpaMMHON peanu3aiuy 0a30BOro ajIropuTMa
GAN c HCIONb30BaHUEM COBpPEMEHHBIX
WHCTPYMEHTOB ITyOOKOTO 00yUeHHS ¥ IPOTPAaMMHBIX
Mozeneit anroputMoB GAN.

Teopemu4eckue ocHoebl anneopumma GAN

Wnes anropurMa TeHEPATHBHBIX
COCTS3aTENbHBIX CETEH 3aKII0YaeTCs B MOCTPOCHUU
JIByX HEUpPOHHBIX ceTeil reHeparopa u
JMCKPHIMHUHATOpPA, KOTOphIe 00ydaroTcs B IpoIecce
KOHKYPEHIIMM JIpyr C JpyroM. B kiaccmueckom
Bapuante GAN: I'eHepatop NpHHHMAaeT Ha BXOJ
CIy4yailHbIi BEKTOpP, CT€HEPHUPOBAHHBII, HalpuMeED,
W3 HOPMAJIBHOTO PaclpeieeHus], i Ipeodpa3yeT ero
B CHUHTETHYECKUH TIpUMeEp JaHHBIX (Hampumep,
n3o0paxenue). JIUCKpIMUHATOP IPUHUMAET Ha BXOJL
au00 peajbHbI MpUMEp W3 00ydyaromero Habopa
JIAHHBIX, JINOO MpPUMEp, CO3aHHBII TeHepaTopoM, U
JIOJDKEH OMpPENeNUTh, ABISETCA JU OH IOAJHHHBIM
WM CTEHEPUPOBAHHBIM.

[Tpouecc o0ydyeHnst ycTpoeH TakKuM 00pa3oM,
4TO I'eneparop CTPEMUTCS "oOMaHyTH"
JMICKPIMUHATOP, cOo3/1aBast BCE Oosee peanicTHIHbIE
JaHHblEe, a JINCKpUMHHATOp CTapaeTcs TOYHEe
pasnuyarhb peanbHbIE u HCKYCCTBEHHO
CTeHEpUPOBaHHbBIE JTaHHBIE.

Hx B3auMoa€eiCcTBUE MOYKHO IIPEACTABUTH KaK
JIByXCTOPOHHIOIO HUIPy C HYJIEBOM CyMMOH, IIe
YIy4laIeHue O[lHOﬁ MOJCJIN MPUBOJUT K YCIIO)KHCHHIO
3a7]a4u Il IPYyTroi.

MpoekmupoeaHue npozpamMmMHoU
peanuszayuu anzopumma GAN, ebi6bop
UHCMpymMeHmapusi

IIporpammuas peanuzanus anroputMa GAN B
paMKax JaHHOTO TIPOEKTa OpPHEHTHPOBaHA Ha
0o0pabotky  BumeodailloB ¢ MOCIEyIOMICH
TeHepanyeil  HOBBIX  KaJpoB, HMHTHPYIOIINX
3aJaHHbIE XapakTepucTUku. Ilpu mpoexkTHpoBaHUH
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peeHus ocoboe BHUMaHHE YACISIOCH
MOZYJIBHOCTH Koja, obecreueHnIo
BOCIIPOM3BOIMMOCTH JKCIIEPUMEHTOB M YIOOCTBY
MOCJIEAYIONIETO MacIITaOMPOBaHHSI.

Jna peanusanuu nporpamMmmuoil Mogenu GAN
BBIOpaH s3bIK mporpammupoBanusi Python. B
KauecTBE OCHOBHOM MIIaT(GOPMBI AJISI TOCTPOCHUS H
oOyueHHss  HEHpPOHHBIX  CeTed  HCIONb3yeTcs
oubmmoreka TensorFlow 2.x [4]. Bei6op TensorFlow
OOyCIIOBIIEH €ro BBICOKOW ITPOM3BOAUTENBHOCTBHIO,
HaJIMYHEeM BCTPOCHHOU momaepkku padorsl Ha GPU
n TPU, a Taxke IWHUPOKMMHU BO3MOKHOCTSIMM IS
MaclITaOupoBaHUsT ~ MOJeNied  OT  JIOKaJIbHBIX
JKCIIEPUMEHTOB 10 MPOMBIIIJICHHOTO
pa3BepTHIBAHUS. Kpome TOTO, TensorFlow
obecrieunBaeT CTaOMIbHYIO TIOJICPIKKY
COBPEMEHHBIX  aJrOPUTMOB  ONTUMH3AaLUH U
WHTETpaluio C IOMYISIPHBIMH HHCTPYMEHTaMH
MOHHUTOpHHTa 00y4eHHsI, TAKUMH Kak TensorBoard.

B  pamkxax paborsr ¢ TensorFlow
nucnonp3yercs BhIcokoypoBHeBEIM APl Keras [5],
KOTOPBI TO3BOJISIET OBICTPO MPOEKTHPOBATH |
TPEHUPOBATh CJIOXKHBIC APXUTEKTYPbl HEHPOHHBIX
ceTeil Omarogapsi ynoOHOW MOIYNBHOW CTPYKType U
ruOKoil cucreme KOMIOHOBKM cnoéB. Keras
IpenIaraeT MOHATHBIA M JTaKOHUYHBIM CHHTAaKCHUC,
YTO 3HAYUTEIHHO YCKOPSET Ipolecc pa3paboTKy,
MHHUMH3HPYET BEPOSTHOCTH OIIMOOK M YIPOINAET
MOAU(DHUKALIUIO MOJIENH B IIPOIIECCE IKCIIEPUMEHTOB.

Jns oOpabotkn  rpaduyeckux  JTaHHBIX
BbIOpana OubOmmoreka OpenCV  [6]. OpenCV
MIPEAOCTABIAET MOLIHBIE MHCTPYMEHTHI [UIsl 3aXBaTa
BU/ICOTIOTOKOB, U3BJICUCHNS 1 0OPaOOTKH OT/IEIBHBIX
KaJpoB, W3MEHEHHS pa3MepoB H300pakeHHH, a
TakKe MX MpeIBapuTeI-HON HOpManu3an. Beroop
MaHHOW OmOnmmoTekn OOyCIIOBIEH €€ BBICOKOM
MIPOM3BOIUTENBHOCTRIO,  TOAEPKKOH  IIMPOKOTO
CIIEKTpa ¢dopmaros MYJIBTUMEIHA u
KpoccIuiaThOpMeHHOCTHIO.

OreHka KayecTBa CTCHEPUPOBAHHBIX
M300paKEHUH NpPOBOIMIACE C  HCIOJIB30BaHUEM
merpuk PSNR (Peak Signal-to-Noise Ratio) u SSIM
(Structural Similarity Index), peanu3oBaHHBIX B
oubmmorexe  scikit-image  [7].  Scikit-image
TIpeACTaBIsieT CO00M Han&XHBIH M TPOBEPEHHBIH
HWHCTPYMEHT U151 00pabOoTKHU M aHaJIn3a N300paKeHUH
B Python, mpenocraBmsis mmpoknii HaboOp MeETpHK
Uil OOBEKTHBHON OLIEHKM Kad4eCTBAa BH3YabHBIX
nanHbix. Ilpumenenne PSNR u SSIM mnozBonsier
KOJTMYECTBEHHO OLIEHUTh CTENEHb IPUOIMKEHHA
CTCHEPHPOBAHHBIX M300paXKCHUI K peasbHbIM, YTO
SIBJISICTCS [VIABHBIM U OLEHKH 3(h(HEKTHBHOCTH
pabOThI FeHEPATUBHON MOJICIIH.

Apxumekmypa npo2pamMmMHOL cucmemsl

[TpoekT cocTOUT M3 CIEIYIOMUX OCHOBHBIX
MOJTyJIei:

W3BrneueHne KaapoB M3 BHJEO: C MOMOIIBIO
OpenCV ocymecTBnsiercs: pa3ouBka Buaeodaiina Ha
OT/IENbHBIE N300paKEeHMS.

[IpemobpaboTka MaHHBIX: KaIpbl MPUBOIATCS
K (UKCHpPOBAaHHOMY pa3Mepy (256%256 mukceneit) u
HOPMaJIU3yTCS B uana3oHe [0,1] s
ONTHMANBHOW PabOTHI HeHpoceTeit.

IMocTpoenne reHeparopa: MmocIenoBaTeIbHASL
Mozenb ¢ Heckonbkumu ciosmu Conv2DTranspose
[8], mpenrasHaueHHAs I MMOJTAITHOTO YBEIUYCHUS
pa3MepHOCTH H300pakeHUsI.

[TocTpoeHne IUCKpUMHHATOPA: CBEPTOYHAS
HelpoHHas CeTbh, BBINOJHSAIOMIASA 3a7ady OWHApHON
KIacCU(DUKAIMK PEaJbHBIX W CrEHEPUPOBAaHHBIX

HU300paKeHU.

Omnpenenenne  QyHKUMA  mOTEph:  JUIs
JMCKPUMHUHATOpa HCHONB3yeTcs OWHapHas Kpocc-
SHTpONUS, Mg TeHeparopa —  KOMOHMHAUUs

KOHTCHTHOU MOTEPH M COCTA3ATEIIEHON TIOTEPH.
Hukn oOyueHus: yepemayromieecss O0OHOBICHUE
reHeparopa U JUCKPHUMHHATOPA C UCMOJIb30BAHUEM
ontumuzaropo Adam [9].
OrieHKa pe3yNbTaToOB: BBIYHCICHHE CPEIHUX
sgagyennii PSNR u SSIM i olieHKH KadecTBa
CHHTE3MPOBAaHHBIX KaIPOB.

ModynbHasi cmpykmypa koda

[IporpaMMHBIif KON  CTPYKTYpPHpPOBaH B
JIOTHYECKHUE OJIOKH, O0ecleunBaroIume yao0CcTBO
TECTUPOBAHUS U MacIITaOMPOBAHMSI:

— (OYHKIUS 171 U3BIICUCHHS KAJIPOB;

— dyHKUMS IPenoOpadOTKH KaIpoB;

—TIOCTPOCHUE apXUTEKTYPHI TCHEPATOPa;

—IOCTPOCHUE APXUTEKTYPHI
TUCKPUMUHATOPA;

— (O)YHKIMHU BBIYHUCICHUS TIOTEPH;

— (YHKIUS OTHOW UTEpaIy O0yIeHUS;

— (yHKIHS 1715 OIICHKH KauecTBa TeHEepaIny.

Takum 00pa3oMm, apXHUTEKTypa CHCTEMBI
MO3BOJISIET A(PPEKTUBHO PeaNn30BaTh MOTHBIN UK
pabotel GAN — OT OATOTOBKU JaHHBIX JIO OICHKHU
KauecTBa CreHEpUPOBAHHBIX KaJpOB.

OnucaHue anzopumma u peanusayusi

Peanmuzanus
COCTS3aTeNIbHBIX
CIIEIOBAaHMS

aNropuTMa  T'€HEPaTHUBHBIX
cereii  Tpedyer CTpPOTOTO
YCTaHOBJICHHON apXHUTEKType
B3aUMOJICHCTBHA MEXKIY TeHEpaTopoM u
JUCKPHMHUHATOPOM,  IPAaBHWJIBHOM  OpraHW3aluH
mpomecca  OOydeHHs, a TakXkKe TIIATCIbHOU
npeaoOpaboTKK JaHHBIX. B maHHOW peamu3auu
nporpammHoi cucteMbl GAN Bech mporecc Obul
pa3zenéH Ha HECKOJIBKO MOCIe0BaTebHBIX ATAIIOB,
KaXAbII M3 KOTOPBIX peanu3yeT KOHKPETHYIO
(dyHKIHIO.

UzeneyeHue kadpoe u3 eudeo

Ha IepBoOM oTaIIc peann3anumn
OCYIICCTBIISICTCA MOATOTOBKA 06yqa}01111/1x JaHHBIX
HyTéM H3BJICUCHUSA KaApOB M3 BHUJCOIMOTOKA. Pabora
C BUJICO NPEATIOIara€T €ro nmoKkaapoBO€ CUYATHIBAHUE
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C MOCIIEAYIOIUM COXPaHEHUEM KaXKI0TO OTAEILHOTO
Kajpa. JTO TO3BOJSIET CPOPMHPOBATH CTATHYHBIN
Habop M300pakeHHUH, KOTOPHIE B JajbHEHIIEM Oy1yT
UCIIONIb30BaThCsl Uil OOydeHHs TIeHepaTHBHOM
Mozmenu. BwiGop 9TOro moaxoma  0OycCIOBIEH
HEO0OXOIMMOCTBIO PaboTaTh C peajJbHBIMHU JTAaHHBIMHU,
a TakkKe TMOTPEOHOCTEIO B OONBIIOM 00BEME
pa3HoOOpa3HBIX KaJpoB JUIS JOCTH)KEHHS BBICOKON
TeHEepaTUBHON crocoOHOCcTH ceth. Kakaprii kamp

COXpaHAeTCS B BHUIE OTAENBHOIO H300paXCHUS C
YHUKQJIBHBIM HMEHeM, o0ecnedynBasi KOPPEKTHYIO
MHJIEKCalIo TaHHBIX. Ha aTOM 3Tane 3akiaapiBaeTcs
OCHOBa JUIsl BCEX IOCIEAYIOUIMX CTaguii paboThl
QJITOPUTMa, TIOCKOJIbKY KaueCTBO MCXOIHBIX JaHHBIX
HanpsiMyro BiusieT Ha 3(QQEKTUBHOCTH OOy4YCHHSI.
OcHoBHast (yHKIUS JUIs 3TOTO 3Tara MpejcTaBlIcHa
Ha pUCyHKe 1.

import cv2
import os

def extract_frames{videm_path, output_folder) :

$# Cospanme nmanxkm nns BHEOZA

os.makedirs (output_folder, exist ok=True)

f OrxpuTmMe datina ¢ EBMIeo

cap = cv2.VideoCapture (video_path)

frame_count = 0
while Trus:
§ Urenme ¢perimMa mM= EBEMIEO

ret, frame = cap.read()

if not ret:
break

f CoxpaneHme (periMa Kak KapTHMHKM

output_path = os.path.join(output_folder, f"frame {frame_ count:04d}.jpg")

cv2.imwrite (output_path, frame)
frame count += 1

cap.release ()

Pucynox 1 — Hzsneuenue xadpos u3z euoeo

lpedob6pabomka GaHHbIX

[Mocne u3BneueHus kaapos TpeOyeTcs ITar ux
peaoOopaboTKH. [IpenobpadoTka BKITIOUACT
M3MEHEHHE pa3MepoB BCEX KaJgpOB [0 €IUHOTO
CTaHAApTU3MpPOBaHHOTO ¢opmara 256 Ha 256
MUKcenedl. OJTO TO3BONSAET CTaHAAPTHU3MPOBATH
BXOIHBIE JaHHbBIE W N30€XKaTh OMNOOK, CBSI3aHHBIX C
pasmmaueM pa3MepoB m3o0paxkeHuit. Kpome Toro,
IIPOBOIUTCA HOpPMAJIM3AalMsl 3HAYEHUH ITMKCEJIEH:
3HAUCHUS, U3HAYAIbHO HAXOASAIINECS B JUaNa30He OT
0 mo 255, mpuBonsarcs k auana3ony ot 0 go 1. Takas

HOpMall3anusi HeoOXoauMma JUis — CTaOWIn3aluu
nporecca o0yucHUSI " MPEIOTBPAIIICHUSL
BO3HUKHOBEHHSI CIIMIIKOM OONBIINX TPAJUCHTOB.
[IpenoOpaboTraHHble M300paKEHUSI COXPAHSIOTCS B
OTHENBbHYI0  JHPEKTOPHIO, 4YTO  obecrevnBaeT
BO3MOKHOCTB MHOTOKPATHOTO U OBICTPOTO JOCTYTIA K
HUM 0e3 HeoOXOAMMOCTH MOBTOPHOH 00padOTKH.
DTOT 3Tanm CYIIECTBEHHO YBEJIUYMBACT CKOPOCTh
00y4eHHs MOZICJICH 1 MOBBIIIAET Ka49eCTBO HTOIOBOTO
cuare3a. OcHOBHas (yHKOWS ML STOTO dTama
MPECTaBIICHA Ha PHCYHKE 2.

def preprmcess_frames{input_folder, output_folder, target_size={256, 256)):
os.makedirs (output_folder, exist_ok=True)

for filenames in os.listdir(input folder):

 UmrasT dperm

frame = cv2.imread(os.path.join{input_folder, filenams))

f OpeocfBpasysT B HyXHOS paspelleHMe
frame = cv2.resize(frams, target_sizs)

} HopMamMsyeT SHAYSHME OMKCSISH

frame = frame.astype('float32') / 255.0

# Coxpanser bperm

output path = os.path.join(output folder, filename)

cv2.imwrite (output_path, frame”

Pucynox 2 — Ilpedobpabomka 0aruwix
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MocmpoeHue zeHepamopa

CHeﬂyKﬂHHM maromMm SABJIICTCA MNOCTPOCHUE

apXUTEKTyphl TIeHeparopa, KOTOPBIM  sABIsgETCA
LUEHTPAJIbHBIM DJJIEMEHTOM BCEH TIeHEepaTUuBHOU
MOZENH. I'eneparop IpegHa3sHAYeH JUis

npeoOpa3oBaHusl CIYyYalfHOrO MIyMa, ITOIy4E€HHOTO
W3 HOPMAaJBbHOTO DPACIpEeNeHUs, B PEaTHCTHIHOE
n300pakeHne. APXHUTEKTypa CETH CTPOWTCS TaKUM
o0OpazoM, 4YTOOBI  TOCTENICHHO  yBEIWYHMBAThH
MPOCTPAHCTBEHHOE paspernieHne BBIXOJJHOTO
n3o00paxkerns. Ha HagamsHOM 3Tarie BXOZHOH BEKTOP
myma npeoOpa3yercst B IIOTHOE IIPEICTaBICHHUE C
MOMOIIBIO  TIOJHOCBsA3HOrO cnos. [lamee uepes
MOC/IENA0BATENBHOCTD  CIIOEB  TPAHCIOHHUPOBAHHON
CBEPTKH OCYHIECTBIISIETCS IIO3TAIHOE YBEJINYEHHE

from tensorflow.keras import layers, models

def build_generator():

modsl = models.Sequential()

{ moBaBnseT HECKOIBKO CIOEE
model.add(layers.
model.add(layers.LeakyRelU (alpha=0.2))
model.add(layers.Reshape ( (64, €4, 2536)))
model.add(layers
model.add(layers.LeakyRelLU (alpha=0.2)
model.add(layers.
model.add(layers.LeakyRelU (alpha=0.2))
# Buxopmoi cmom

model.add(layers.

return model

pa3mMepa nzobpaxkenus. Ha kaxaoM npoMexyTouHOM
YpPOBHE  UCHONB3YIOTCS  (PYHKIMHA  aKTHUBAIUH
LeakyReLU [10], uro mo3BossieT n3bexkarsb a¢dexra
"3aryxaHus" TPAIMEHTOB W CIOCOOCTBYyeT Oosee
CTa0MJIbHOMY OOy4eHHWIo. 3aBepLIalolmni  CIon
npumensier (QyHKIMIO tanh  (THIepOONMYecKUi
TaHIeHC), 00ecre4rBas HOPMAJIM3AIMIO BBIXOIHBIX
JaHHBIX B Juarna3oHe oT -1 10 1, 4To coOTBETCTBYET
Macmrady HOPMAaJIN30BaHHBIX peabHBIX
N300paxKeHHH. Koncrpykims reHeparopa
CIIPOEKTHPOBaHA TaKUM 00pa3oM, 4TOOBI CO3AaBATH
MaKCHUMaJbHO (POTOPEATUCTUIHBIE H300pakeHus,
KOTOpBIe MO OBl "OOMaHyTh" IUCKPUMHHATOP.
OcHoBHast GyHKIHS UL 3TOTO dTama MpeacTaBiIcHa
Ha pUCYHKe 3.

Dense (64 * €4 * 256, input dim=noise dim))

.Conv2DTranspose (128, kernel size=5, strides=2, padding='same')

Conv2DTranspose (64, kernel size=5, strides=2, padding='same'))

Conv2DTranspose (3, kernel size=5, strides=2, padding='same', activation='tanh')

Pucynok 3 — Ilocmpoenue eenepamopa

MocmpoeHue duckpumuHamopa

[TapannensHO € TOCTpPOCHHWEM TeHeparopa
TIPOEKTUPYETCS TUCKPUMHUHATOP — BTOpasi KITIOUeBast
cocrapmsromas  GAN,  BeITONHSIOMAsS — POJb
"kpuTHKa" TS HCKYCCTBEHHBIX TaHHBIX.
JucKkpuMUHATOP TPEencTaBiIsieT coOoil CBEpTOUHYIO
HEHpPOHHYIO CETh, KOTOpas NpPUHHUMAeT Ha BXOJ
M300paKeHNe U JIOJDKHA OINPEJCHTh, SBISETCS JIH
OHO peabHBIM WIH CT€HEpUPOBaHHBIM.
Apxutexrypa JUCKpPUMHUHATOPA BKJIIOUAeT
MOCTIeIOBATENIbHBIE CIOM CBEPTKU C MOCIEAYIOMINM
npuMmeHeHneM ¢QyHkiuid axktuBauun LeakyReLU,
YTO  CIOCOOCTBYeT  YAyYLIEHHIO  0OpaOOTKH
MIPU3HAKOB 1 ycKopsieT o0yueHue. Ilociie HeCKOIbKUX

YpOBHEW CBEPTKU JAaHHBIC, a 3aTE€M IPOXOJAT Yepes
MOJIHOCBSI3HBIA  BBIXOIHOM CJIOM € akTUBaLUei
CUTMOHUIBI, KOTOPBI  (OPMHPYET BEpPOSTHOCTH
MIPUHAIIC)KHOCTH U300PaKSHHUS K KJIACCY pPEabHBIX.
OcHOBHOW 3ajmadeil AUCKPHUMHHATOpA  SIBISIETCS
0o0y4eHHe MaKCHMAaJIbHO TOYHOMY pacIiO3HABAHUIO
pa3IMuMil MEXAy pPEaTbHBIMH M CHHTETHYECKUMH
M300paKeHUSMH, YTO CTHMYJIHPYET TEHEepaTop K
co3maHui0 BCE Oollee KaueCTBEHHBIX PE3YyIBTAaTOB.
[Iporiecc MOCTpOEHHs] AUCKPUMUHATOpPA JOJKCH
obecrieynBaTh OaJaHC MEXAY €ro CIOCOOHOCTHIO
pasiuyarb HU300pasKeHUSI u COXpaHEHUEM
BO3MOXKHOCTEH UTS TeHepaTopa MoIy4aTh MOJIC3HbIH
oOyuaromuii curaan. OcHOBHasE (yHKLUS [UISL 9TOTO
JTara npeCTaBIcHa Ha PUCYHKE 4.

def build discriminator():
model = models.Seguential()

model.add(laysrs.Conv2D (64,
model.add(layers.LeakyRelU (alpha=0.2))

model.add(laysrs.Conv2D (128,
model.add(layers.LeakyRelU (alpha=0.2))

model.add(laysrs.Flatten())
model.add(layers.Dense (1,

return modeﬂ

activation="sigmoid'))

kernel size=5, strides=2, padding='same', input_shape=(256, 256, 3)))

kernel size=5, strides=2, padding='sames'})

Pucynok 4 — Ilocmpoenue ouckpumunamopa
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OnpedeneHue ¢pyHKYUL nomepb

Jis ycremHoro oOy4yeHuWsl reHeparopa U
JMCKpUMUHATOPA HeoOxonuma KOppeKTHast
¢dopmammzaims  ¢yHKmMHA notepb (puc. S5). [nsa
JUCKPHIMHUHATOpAa B KavyeCcTBE (YHKIUH MOTEPh
UCTIONB3yeTCsl OMHApHAsh KPOCC-OHTPONUS MEXIY
NpecKa3aHHBIMA METKaMU M UCTHHHBIMH METKaMH
(peanpHOE W300pakeHUE WIH MOIACITBHOE). ITO
mo3BoJIAeT A(P(PEKTUBHO HAKa3bIBaTh MOIETH 32
omuOOYHbIe KITACCUPHUKAINKA U YCHINBaTh &
CIIOCOOHOCTH pa3inyaTh NaHHble. [ reHeparopa

dbopmynupyercs KOMOMHHPOBaHHAS byHKIASA
IIOTEPB, COCTOAIAsA U3 IBYX yacTeil. [lepBas yacte —
9TO cpeaHekBaapatuyHas ommoka (MSE) mexmy
CTCHEPUPOBAHHBIM HM300paKEHHEM U  JKEeJIaeMbIM
LENEBBIM  H300paXeHWEM,  4YTO  IO3BOJISIET
KOHTPOJIMPOBATh COOTBETCTBHE collepKaHus. Bropas
4acTh — COCTS3aTeNIbHAs TOTEPS, ITPEACTaBIIIONIAs
coboi OUHapHYIO KPOCC-3HTPOIHIO,
paccunThIBAEMYIO Ha BBIXOJIE TUCKPUMHHATOPA, IPU
KOTOpOW  reHepartop  cTpeMuTcs  "oOMaHyTh"
ouckpuMuHatop.  @DyHKIMS — NpeAcTaBIeHa  Ha
pHUCYHKE 6.

def discriminator loss(real predictions, fake_predictions):

real loss = tf.reduce mean(tf.keras.losses.binary crossentropy(tf.ones like(real predictions), real predictions))

fake loss = tf.reduce mean(tf.keras.losses.binary crossentropy(tf.zeros_like (fake predictions), fake predictions))

total loss = real loss + fake_loss
return tDtal_les*

Pucynok 5 — Pacuem nomepb 01151 OUCKPUMUHATNOPA

import tensorflow as tf

f CpegHexEafgpaTHYSCcKOS OTKIOHSHME
def c-:ntent_l-:ss{desired_frame, generated frams):

return tf.reduce_mean{tf.square{desired_frame - generated frame))

} Emmapuas xpocc-sHTponMs
def adversarial loss(fake predictions):

return tf.reduce mean(tf.keras.losses .binary_crnjssentrnjpy (tf. |3nes_like {fake_predictinjns) N

fake_predictions))

Pucynok 6 — Pacuem nomepbo ons 2enepamopa

lpouecc oby4yeHus1 modesnu

OOyueHHEe TEHEPATUBHBIX COCTA3ATEIbHBIX
CeTell CTPOWTCS Ha IIONEPEMEHHOM OOHOBJICHHH
rapaMeTpoB TeHepaTopa U AUCKPUMHHATOPA C LIENbI0
JIOCTUXKEHUS paBHOBecHUs MEXIY nx
BO3MOXHOCTIMH. Ha kaxmol wurepanuu oOydeHHs
MEpBBIM  IIarOM  OCYIIECTBISETCS  OOHOBJIECHHE
IUCKpUMHUHaTOpa. B pamkax sToro  stama
JVCKPHMUHATOP IONTydYaeT Ha BXOJ pEajbHBINA Kajap
n3 oOydaromiell BRIOOPKH M CTeHepUPOBAHHBINA KaJp,
CO3[aHHBIN TreHeparopoM. [linsi peanbHBIX AAHHBIX
JAUCKPUMHHATOP JOJIPKCH BbIJIATh BBICOKYIO
BEPOATHOCTD MOAJIMHHOCTH, a OJIsI UICKYCCTBECHHBIX —
HU3Kyt0. Ha ocHOBaHMM OMHApHOW KPOCC-IHTPOIHHU
paccuutbiBaeTcss QYHKIMS NOTEPh JUCKPHUMHUHATOPA,
nocie 4ero c MTOMOIIBIO MeXaHu3Ma
ABTOMaTHYECKOTO mudhepeHInpoBaHus
BBIYUCILIIOTCSL TPAJNMCHTHI, W OOHOBISIOTCS Beca
MOJZIETIM C NpUMEHEeHHeM ontummsaropa Adam.
BTopsIM 1m1arom B paMkax OJHOW UTEPALIUU SIBISIETCS
oOHOBIICHHE TeHeparopa. [ eHepaTop co3maeT HOBBIN
Habop W300paXCHWH Ha OCHOBE CIyYaifHBIX
BEKTOPOB IIyMa, NepefaéT WX AUCKPUMHHATOPY U
HOJIy4aeT oOpaTHYIO CBs3b B BUJE (QYHKLHUH IOTEPh
(puc. 7). Ilorepu rereparopa pacCUUTHIBAIOTCS Kak
CyMMa KOHTEHTHOM cocTaBifoome (pasnuuue
MCKIY OXNaacMbIM u CIT'CHCPUPOBAHHBIM
HU300paKCHUEM) U COCTSA3aTeIbHON COCTABIAIOIICH
(crpemnenue "oOmanyTH" nuckpumunatop). Iocie
pacueTa noTepb TaKXkKe OCYILIECTBISAETCS BHIYACICHUE
TpaIneHTOB U OOHOBIICHNE TAPaMETPOB FeHepaTopa ¢
HCIIONIb30BAaHHEM ONTUMHU3ATOpA. Takoit

JBYXCTYNEHYAThIA IIPOLECC MO3BOJSET
MOJIEPKUBATh THHAMHYECKOE COPEBHOBAHUE MEXK Y
IBYMsSI CETAMH, B XOI€ KOTOPOTO Ka)xaas W3 HHUX
CTpeMHuTCcs YAYYIIUT COOCTBEHHYIO
MIPOU3BOJUTEIHHOCTD.

Cmpykmypa mpeHuUpo8o4YHO20 YuKa

TpeHupOBOYHBINA IUKIJI OPraHU30BaH B BUJIE
CepHUH 310X, KaXKJas M3 KOTOPBIX BKIIIOYAET B cebds
TOCTIEIOBAaTENIbHYI0  00paOOTKy BCEX JMJOCTYIHBIX
O0ydaroImux JaHHBIX IaKeTaMH (UKCHPOBAHHOTO
pasMepa. B pamkax Kakmod SHOXM Al KaXIIO0TO
0ar4a TPOBOAWTCS TIIONMHAS TpOIeaypa OOYUCHHUS:
OOHOBJICHWE JWUCKPUMHHATOpa ©  OOHOBICHHE
reaeparopa. Ilocne 3aBepmieHHss 0OpabOTKH Bcex
OarTyell HakalUIMBaeTCs CTAaTUCTHKA IOTEPh, YTO
MIO3BOJIICT KOHTPOJIMPOBATh ANHAMHUKY OOYYEHUSL.
JIyis TOBBINICHUST CTAOWJIBHOCTH TIpollecca uepes
OIIpe/IeICHHbIC MHTEPBAJIbI BpPEMEHHU
OCYIIECTBIISICTCS COXpaHCHHE BECOB MoJeleld M
MIPOMEXXYTOYHBIX ~ PE3YNbTaTOB TEHEpaluu. JTO
obecrieynBaeT  BO3MOXXKHOCTh ~ BOCCTaHOBIICHHS
o0yueHHs B CIydae NMpephIBaHMs IIpollecca, a TakxKe
MO3BOJISICT OTCIISKMBATh IPOTPECC Ha PANUYHBIX
CTaJUsIX TPEHUPOBKH.

Kpowme Toro, mpexycMoTpeHa cicTeMa BEIBOA
NPOMEXKYTOYHBIX METPHK MOTEPh, YTO IIO3BOJISET
OIIEPaTHBHO BBISBIIATH BO3MOXHBIE IIPOOJIEMBI, TAKUE
KaK KOJUIAIC TeHepaTopa MM Ype3MEpHOe YCHIICHHE
nuckpuMuHatopa. [IporpammHas Mopenb IHMKJIa
MpecTaBlIeHa Ha PUCYHKE 8.
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@tf.function

def train_step(real_frames, desired framess):

§ TpemupyeM IMCKpPHMMMHATOR

with tf.GradientTape() as disc_tape:
generated frames =
real predictions =
fake predictions =

disc_loss = discriminator_loss(real_predictions,

disc_gradients =

generator (££.random.normal { [batch_size, noise dim]))
discriminator (real frames)
discriminator (generated frames)

fake_predictions)

disc_taps.gradient (disc_loss, discriminator.trainable_variables)

disc_optimizer.apply gradients(zip(disc_gradients, discriminator.trainable_variables))

§# Tpemupyem renepaTop
with tf.GradientTape() as gen_tape:
gensrated framss =
fake predictions =

generator (£f.random.normal { [batch size,

noise_dim]))

discriminator (generated frames)

content_loss = content_loss(desired_frames, generated frames)

adv_loss =
gen loss =

gen_gradients =

adversarial loss(fake_predictions)
content_loss_weight * content_loss + adv_loss_weight * adv_loss

gen_tape.gradient (gen_loss, generator.trainable_variables)

gen_optimizer.apply gradients(zip(gen_gradients, generator.trainable_variables))

return gen loss, disc loss

Pucynox 7 — Obyuenue mooenu

for epoch in range (num_spochs) :

for batch idx in range(len(data) // batch size):

 Cnywamiuo emPupaseT baTu BMOso dpermMa

real frames batch = sample_real frames {batch._size}

desired frames batch =

§ Onea uTepauMs TPESHMpOBKM
gen_loss,

 Nor mns mMommTOpMHETA
if epoch % 100 == 0:
print (f"Epoch {epoch},

Gensrator Loss:

{gen_loss},

sample_desired frames(batch_size)

disc_loss = train_step(real frames batch, desired frames_batch)

Discriminator Loss: {disc_loss}")

Pucynox 8 — Tpenuposounuiii yuxi

OueHKa KadYecmea eeHepauyuu

JIJisi  KOMWYECTBEHHOM OILIEHKM KadyecTBa
paboThl TeHeparopa HCIOJIb3YIOTCS J[BA OCHOBHBIX
nokazatenss: PSNR wu SSIM. Merpuka PSNR
M3MepsIeT KaueCTBO BOCCTAHOBJIEHUs M300pa’KeHUs,
omnpenenss, HACKOJIBKO CT€HEpUPOBAHHOE
n3o0pakeHHe OJNM3KO K ITAJOHHOMY IO YPOBHIO
nckaxeHuil. Yewm Boimte 3HaueHne PSNR, teM syurmie
KauecTBO  BoccTaHoBieHus.  Merpuka  SSIM
OLICHUBAET CTPYKTYPHOE CXOICTBO MEXIy HABYMs
M300paXCHNUSAMM,  TPUHUMAas  BO  BHUMaHHE
OCBEIIEHHOCTb, =~ KOHTPACTHOCTb U CTPYKTYDY.
Bricokne 3naueHust SSIM yka3pIBaroT Ha BBICOKYIO

def evaluate_generator (generator, desired_postures_folder) :

psnr_scores = []
ssim seores = []

for filemame in os.listdir(desired postures_folder):

# UmTacT mymunD? Kamop
desired frame
desired frame

ov2.cvtColor (desired_frame,

cv2.imread(os.path.join(desired postures_folder,
©v2.COLOR_BGR2RGB)

BU3YAJIbHYIO HWACHTUYHOCTH MCEXKIAY MCJICBBIM U
CTeHEPUPOBAHHBIM H300paKEHHEM.

B mpomecce omeHkm Ha KaXkIOM 3Tare
reHeparop  NpHHUMaeT Ha  BXOJA  3apaHee
TIOATOTOBJICHHBIE KOHTPOJIbHBIE HW300paXeHUsI |
(dbopMupyeT ux creHepupoBaHHble Bepcuu. [lanee s
KaXIOH Tapbl HM300paKEHUH  PacCUUTHIBAIOTCS
saadeHnss PSNR u SSIM, mocie 4ero BBIBOASTCS
CpezHMe 3Ha4eHHs 110 BCEMY TECTOBOMY Habopy. JTo
MTO3BOJISIET OOBEKTUBHO OICHHUTH IMPOTPEcC 00yUCHHS
1 CPaBHMBATh Pa3INYHBIC BEPCHU MOJEIEH MEXITy
coboif. OneHka KayecTBa TeHEPAIMH TPECTaBICHA
Ha pUCYHKE 9.

filenams))

# M=MeHeHMs pasMepa M HOPMATMIALMA Kaijpa B COOTESTCTEMM C PASMEpOM M OMANAZOHOM EXONHHX OAHHEX TeHSDATOpRAa

desired frame
desired frame

# Tenepupyer xamp

= cv2.resize (desired_frame, (256, 256))
= desired_frame.astype('float32’) / 255.0

generated_frame = generator (np.randem.randn(l, noiss_dim)).numpy () .squesze ()

# Burmcnssr PSNR 1 SSIM
psnr_score =

ssim_score

psnr_scores.append (psnr_score)
ssim_scores.append(ssim_score)

# Coxpanser dpeim

penr (desired_frame, generated_frame)

ssim(desired_frams, gensrated_frame, multichannel=True)

cv2.imwrite (£'generated postures/(filename}', generated frame * 255)

# cpeamme noxasatemn PSNR u SSIM
mean psnr = np.mean(psnr_scorss)

mean_ssim = np.mean(ssim scores)

return mean psnr, mean ssim

Pucynox 9 — Oyenka xauecmea cenepayuu
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Pe3ynbmamsi peanusayuu

B xone peanusanuu npoexra Obula yCHELIHO
IOCTpoeHa u oOyueHa HelpoceTeBas MOJEIb,
croco0OHast CUHTE3UPOBATh U300PaXEHHU HAa OCHOBE
CITly4alHBIX BXOJHBIX NAHHBIX. JIJIs1 KOIMYECTBEHHON
OLICHKH KayecTBa IreHepaluy ObLIM NPUMEHEHBI JBE
oobvexTuBHBIE MeTpuKku: PSNR (Peak Signal-to-Noise
Ratio) m SSIM (Structural Similarity Index).
[Tomy4eHHbIE pe3ybTaThl COCTaBHIIH:

—PSNR: 18.57;

—SSIM: 0.5620;

3nadenue PSNR ykaspiBaeT Ha yMEpeHHBIH
YPOBEHb BHU3YaJbHOTO IIyMa B CICHEPHUPOBAHHBIX
U300paKEHUAX 110 CPAaBHEHHMIO C OPUIMHAJIOM, YTO
SBJISIETCSL THIWYHBIM pE3yJbTaroM Ui 0a30BOii

Bepcun GAN 0e3 J[IOTONHUTEIBHBIX METOJOB
crabunmzanuu.  [lokasarenr  SSIM  orpaxaer
CTPYKTYpPHOE CXOJICTBO MEX/y CTeHEPHPOBAHHBIMU U
peanbHbIMA  H300pakeHusimu. 3HadeHue 0.5620
JEMOHCTPUPYET HaJIMuue orpezIeIEHHOTO
COOTBETCTBHS MeXIy (opMamH, TEKCTypaMH U
MIPOCTPAHCTBEHHBIMU B3aUMOCBS3SIMU B
N300paXEHHSIX, OJHAKO OCTAaBIISIET HPOCTPAHCTBO
JUIL  JANBHEWIIEH  ONTHUMHU3AIMH  apXUTEKTYDHI
MOJIETIH 1 alropuTMa o0ydeHus. Peszymnsrarom pabora
HEHpPOCETEBOI MOAENM SIBISETCS CTEHEPHUPOBAHHOE
BHJE0 Ha OCHOBE oOydarommux KaapoB. Ha pucyHke
10 m300paxkeH Kaip W3 HMCXONHOTO BHACO, a Ha
pucynke 11 xaap, TOMy4YeHHBI Ha BBIXOIE
reHeparopa nocie 00y4eHus] MOJICIH.

Pucynox 11 — Kadp u3 ceenepupogatnozo 8ueo

3aknroyeHue

B pamkax wuccleIoBaHUS  peayM30BaH
ANTOPUTM TEHEPATHBHBIX COCTS3ATENbHBIX CETel
(GAN) nns 3agad cuHTe3a BAAEO. B cTatbe mogpoOHO
pPaccMOTpEHBI BCE 3Talbl HOCTPOCHUSI CHCTEMBL: OT
[TOATOTOBKH JTaHHBIX u MIPOEKTUPOBAHUSI
apXHUTEKTYpbl TEHepaTopa W JUCKPUMHHATOPA [0
ompeneneHus (QYHKIUN TOTeph W OpraHU3alid
mporiecca 00y4YeHusI.

[lporpamMmuas peanu3anyss BBHIIOJHEHA C
UCIIONB30BAaHUEM  COBPEMEHHBIX  MHCTPYMEHTOB
1yOOKOro OOyuYeHHs, 4TO OOECIEYMIIO BBICOKYIO
THOKOCTh pa3pabOTKH M CTaOWIBHOCTh MOJENU Ha
JTamax TPEHUPOBKH ¥ TpPHMEHeHus. B xome
oOydyeHHss ~ MOJEIM  JOCTHTHYTHI  3HAYUMBbIC
pE3yJbTaThl, MOATBEPXKAECHHBIC KOJIUYECTBEHHBIMU
MeTpukamu kagectBa — PSNR u SSIM.

IlepcnexkTuBamMu  JajnbHEHIIETO
NPOEKTa  SIBISIFOTCS  ONTHUMH3ALUS

pasBUTHS
nporecca
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00y4eHus AJs MOBBILICHUS YCTOWYMBOCTH MOIEIH,
BHenpeHne Moaubukaumii apxutektypsl GAN, a
TaKXKe pacirpenue (yHKIHMOHAIBHOCTH CUCTEMBI 32
Cu€T TOIIEPKKH OoJiee CIOKHBIX M Pa3HOOOPa3HBIX
TUIIOB BXOJHBIX JAHHBIX.
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Jdykawyk M.O., 3opu C.A. Ilpozpammnaa peanusauusa anzopumma 2eHePaAMUBHBIX
COCMA3AMENbHBIX cemell. B cmamve paccmompena npospammuas peanusayusi aneopumma
2eHEePAMUBHBIX COCMA3ATNENLHBIX cemell 015 3a0ay cunmesa usodpasxcenuil. [lpedcmasnenvt smanui
n0020MOBKYU OAHHBIX, NPOEKMUPOSAHUS APXUMEKIYPbL 2eHePamopa u OUCKPUMUHATNOPA, A THAKHCE

Memoouka obyuenus Mmooenu C

()ocmMZHym bl 3HA4YUMblE pe3ylbmambl,

UCNONb306AHUEM —~ KOMOUHUPOBAHHBIX — (DYHKYULL
paccmMompeHna OyeHka Kavecmea pabomvl 2eHepamopa.
HOOMBEPIHCOEHHBIE  KOMUUECTNBEHHBIMU — MEMPUKaAMU

nomepso,
B xo00e ob6yuenuss moodenu Ovinu

kawecmea PSNR u SSIM. Ilepcnexmugamu OanbHeuuie2o pa3eumus sGIA0MCs ONMUMUZAYUL

npoyecca o0Oyyenus OAsl NOBbIUEHUA YCMOUYUBOCMU MOOenu,

6HeOpeHue Mooupurayu

apxumexmypvl GAN, a maxoice pacuupenue QyHKYUOHATLHOCIU CUCTEMbl 30 CHEM NOOOEPIHCKU
bosee CLOANCHBIX U PAZHOOOPA3HBIX MUNOE 6XOOHBIX OAHHDBIX.

Knroueswvte cnosa: cunmes euoeo, GAN, TensorFlow, eenepamop, ouckpumurnamop, PSNR, SSIM.

Lukashchuk M.O., Zori S.A. Software Implementation of the Generative Adversarial Network
Algorithm. The article discusses the sofiware implementation of the Generative Adversarial
Network (GAN) algorithm for image synthesis tasks. It presents the stages of data preprocessing,
the design of the generator and discriminator architectures, and the training methodology using
combined loss function, the quality of the generator's output is evaluateds. During the training of
the model, significant results were achieved, confirmed by the quantitative quality metrics PSNR
and SSIM. The prospects for further development include optimizing the learning process to increase
the stability of the model, introducing modifications to the GAN architecture, as well as expanding
the functionality of the system by supporting more complex and diverse types of input data.

Keywords: video synthesis, GAN, TensorFlow, generator, discriminator, PSNR, SSIM.
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