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Annomayusn:

B cmamuve npusedén 0630p meopemuueckoii ocrnoswl parameter-efficient fine-tuning (PEFT) ona
bonvuux  A3vikoguix Mmooenei (LLM). Paccmompenvt Knouesvie Memoovl HUSKOPAH2O0BLIX
aoanmayuti (LoRA) u ux xombunayus ¢ nuskooumnou keanmusayueti (OLoRA). [Jononnumenvto
nPpUBEOeHbl PEKOMEHOAYUU NO 6blOOpY panea adanmayuu U YPOoeHsi KEAHMU3AYUU HA OCHOGe
cnexkmpa I'eccuana u 3¢pghexmueroil pazmeprocmu 3a0auu. Ycnewnocms UCnoIb308anUst MENO0O08
PEFT 3agucum om npasuivHo2o 6b100pa napamempos, npexncoe 6ce20 panea adanmayuil u 21youmbl

Keanmusayuu.

BeedeHue

CoBpeMeHHbIH 3Tan  UM(pPOBU3ALUH  BCEX
coep KU3HEAEATEIILHOCTH OTIIMYaeTCS
MIMPOYAMIIMM  HCIIOJIb30BAHHEM HCKYCCTBEHHOT'O
untewiekra [1-6]. CoBpeMeHHbIE HEMpPOHHBIE CETH
Ha OCHOBE apXHUTEKTYPHI TpaHC(HOpMeEPOB, H3BECTHBIC
Kak Oospmme s3b1koBEIe Mozpenu (Large Language
Models, LLM), aeMOHCTpHPYIOT BIEYATJISIONINE
BO3MOXKHOCTH B pEUICHHH 3amad  o0paboTku
€CTeCTBEHHOTO  SI3bIKA:  TEHEepallud  TEKCTa,
aBTOMAaTHYECKOM IIE€PEeBOJIE, OTBETaX Ha BOIPOCHI,
U3BJICYCHNH HMHGOPMALUM ¥ MHOTHX [JPYTHX.
Bricokoe kadecTBO  pabOThl  dTUX  Mojenei
jJocturaerca  mytéM  OOY4YEeHHsT  OIPOMHOTO
KOJIMUECTBa MapameTpoB (BECOB HEHPOHHOW ceTH).
Hanpumep, moxmens GPT-3 umeer mopsaxa 175
MHJUINAP/IOB MTapaMeTpPOB.

O6uwast nocmaHogka npobremb!

Bonbmoii macmTab mopokaaeT CephE3HYIO
npobiemy, H3BECTHYIO KaK rapasioxkc
MacIITaOMPOBaHUS: IS aIalTallN YK€ 00ydeHHOMH
OOJIBIIION  SI3BIKOBOM MOJENHM TMOJ KOHKPETHYIO
MIPUKIAJHYIO 337ady (HarpuMmep, oA MEAUIHCKUE
WM FOPUINYECKHUE TEKCThI) HE0O0OXOIMMO BBIITOIHUTH
e€ momomHHUTENbHOE OOydeHHe (moobOydenme, fine-
tuning). IIpu atom, u3-3a orpomuoro pazmepa LLM
(mecsTKM M COTHH THUrabaiT), Takoe I000ydeHUe
Tpe6yeT 3HAYUTCIIbHBIX BBIYUCIHUTEIBHBIX PECYPCOB
— cotHu rpaduyeckux mponeccopo (GPU) u
0o0ubI1I0H 00BEM ONEepaTHBHON TAMSITH.

Takum 00pa3oM, CTaHOBUTCS aKTyaJbHOH
3ajaya TOMCKa MapameTpo-3GQEeKTUBHBIX METOIOB
noobyuenust  (Parameter-Efficient  Fine-Tuning,
PEFT). ITon napameTpo-3QpPpeKTHBHOCTHIO
TIOHUMAETCAd BO3MOXKHOCTh aJaNlTallid MOJEIH C
MUHUMAlIbHBIM ~ HM3MEHEHHEM e  HCXOIHBIX
napameTpoB. QDopMalpHO 3a7ada  MapameTpo-
3¢ (heKTHBHOTO T00OYYEHHUS CTABUTCS CIETYIOIUM
obpazom:
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Ilycte  wmeercs  Oonpmas — oOydeHHAsS
HelpoceTs ¢ mapamerpamu (Becamu) 8o. HeoOxoaumo
HalTH Takoe MHHUMaJbHOE M3MEHEHUE MapaMeTpoB
AB, uTO:

1. IABIIKI6oll, TO ecTp u3MEHEHHE BECOB
HaMHOI'0 MEHBLIE HX UCXOIHOTO 3HAYCHHSI.

2. HoBas wmomens c¢ mapamerpamu 6y+A0
MHUHUMH3UPYET  LeJeByl0  (YHKIHIO  OMINOKH
L(0o+A0) Ha ciennduaeckom HabOpe JAHHBIX.

Llenpto pabGoTHI ABIAETCS alanTals MOJICIH
K HOBOW 3ajaue, MHHUMAaJBHO 3aTparuBas eé
MCXO/IHbIE TIapaMeTPhl U COKPATHB BBIUYUCIUTEIBHbIC
3aTpaThl Ha 00yUeHHeE.

O6uwas KkoHuenyus u nodxoodsl PEFT

OcHoBHast uzaes mnapamerpo-3pQeKTHBHOTO
JOOOYYEHHUsI COCTOMT B TOM, YTOOBI OIpaHUYUThH
MIPOCTPAHCTBO M3MEHEHMH mapaMeTpoB. Bwmecto
TOTO, YTOOBI U3MEHATH BCE MIJIIMAP/IBI ITApaMETPOB
HCXOTHOI MOJIENTH, MBI pa3perniaeM MOZIEIH H3MEHSATh
TV HEOOBIIIYO YaCTh WX BBITOJIHAT H3MEHEHUS
o omnpeAenéHHbIM IpaBwiaM. biaromapss 3ToMy

CYIIECTBEHHO COKpamaercsi o0bEM MaMsATH |
BBIYHMCIIUTEIbHBIE PECYPChl, HEOOXOAMMBIE JUIs
JI000yUYEeHHUSI.

Paccmorpum Haubosnee pacHpoCTpaHEHHbBIE
noaxonsl PEFT:

1. Hwuskopanrossie amantamuu (Low-Rank
Adaptation, LoRA)

LoRA mpearaer npeacraBisiTh H3MEHEHHS
B Becax HEHpoceTH B BHJE CIIEHHUAIbHONW MaTPHILBI
HU3KOro panra [7]. Uto Takoe HHM3KHI paHr? DTO
3HAYUT, YTO MaTpulla HM3MEHEHHH MOXET OBITh
3aIcaHa Kak IIPOU3BeICHHE ABYX MaTPHI] MEHBIIIETO
pa3mepa. Hanpumep, ecnm ucxonHas MaTpuIa UMeeT
pasmep 1000x1000 (1 MIJUTHOH 37IEMEHTOB), TO €€
HHU3KOPAHTOBAas BEPCHA MOXKET OBITh IpeCTaBICHA
nByMms Mmarpunamu pasmepom 1000%10 u 10x1000,
YTO B cyMMe JMa€T Jumb 20 ThICSY 3JIEMEHTOB. JTO
paavKadbHO YMEHBIIaeT OOBEM IMapaMeTpoB s
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oOyueHHsl, COXpaHsisi mpu
THOKOCTb IS a1anTalH.
DopmanbHO 3TO 3alIUCHIBAIOT KaK:
AW =B X A,
rae B u A — HeOompIIMe MaTPUIBI HU3KOTO paHTra,
KOTOpBIe U OyayT 0O0ydYaThCsi BMECTO HCXOIHBIX
BecoB W.

9TOM JOCTAaTOYHYIO

TakuM 00pa3oMm, HCXOJHBIE Beca MOJCIH
OCTAIOTCS] HETPOHYTHIMH, & U3MEHEHHUS BBIPAKAIOTCS
yepe3 HeOOJIbIIOE KOJTUIECTBO HOBBIX ITAPAMETPOB.

2. KBanTtusanus BecoB u aganrtaius (QLoRA)

Kpantuzanust (aHri. quantization) — 3710
Croco0 TpencTaBieHus 4Yucen (mapameTpoB) C
MeHbIIel TouHocThio. Hampumep, Bmecto 32-
OUTHOTO BEIIIECTBEHHOTO qucia MOYHO
WCIONh30BaTh §-OMTHOE WM jgaxe 4-OuTHOE
MpeCTaBleHre. JTO MPUBOIUT K YMCHBIICHHUIO
MaMSATH, HEOOXOIMMOM I XpaHEHWS MOJCIH.
OjiHaKO KBaHTHU3AIlUsl BHOCHUT OIIMOKKU OKPYTJICHUSI,
KOTOpbIE CHIDKAIOT TOYHOCTH MOjeNu. Meroj
QLoRA coBmemaeTr HH3KOPAHTOBBIC aIalrTallld
(LoRA) u KBaHTH3AIHIO Tax, 9TOOBI
MHHUMH3UPOBaTh motepu To4yHocTH. CHavama
MOJIeNTb COKMUMAETCS 3a CUET KBaHTU3anuu (10 4 Out
Ha mapameTp), a 3aTeM MOBEepX He€ HaKJIA/IbIBAIOTCS
HeOoJbplIMe ajnantanuoHHble MaTpuubl LoRA ¢
OoJtee BHICOKOIT TOYHOCTBIO (Hampumep, 16 6ur), 4to
MO3BOJISICT KOMIICHCHPOBATh TIOTEPU  KAdeCTBa,
BBI3BaHHBIC KBaHTH3aLKEH [§].

3. Yactnunoe noodyuenue (BitFit u IAY)

OTH MeToAbl el CUIbHEe OrPaHUYUBAIOT
n3MeHeHus napamerpos. Hampumep, B metoze BitFit
M3MEHSFOTCSI TOJIBKO OTIeNbHbIe cMmereHus (biases)
HepPOHOB, a Beca OCTAIOTCS HeM3MeHHbIMH. B IA3
HU3MCHCHUS OrpaHUYCHBI MaCU_lTa6I/IpOBaHI/IeM
AKTUBAIMA, TO €CThb MOJIEIb HU3MCHICT TOJIBKO
KO3(Q(QUIMEHTB, Ha  KOTOPBIC  YMHOXArOTCS
MPOMEKYTOYHBIC 3HAYCHUS BHYTPH CcIIOEB ceT. 00a
MOJX0Ja JAalOT CYIIECTBEHHYI0 JKOHOMHIO B
pecypcax, XoTs U MeHee rudkue, yem LoRA.

4. HooOyuenwe gepes rpeUKCHI
(Prompt/Prefix tuning)

OTH METOIBI BOOOIIE HE H3MEHSIOT HCXOIHYIO
MOJienb. BMECTO 3TOro OHHU J00ABISIOT K BXOIY

MOJICTIH HeOoJIbLINe o0yuaemble
[IOCJIEZI0BATEIBHOCTU (npedukcsr), KOTOpBIE
MOJICKa3bIBAIOT HeifpoceTH, Kak HYHO

a/IaliTUpOBaThCsl K HOBOW 3anmaue. Takum obOpazom,
napaMeTphl CaMO¥ HEHPOCETH BOOOIIE HE MEHSIOTCS,
MEHSIETCS JIMIIB CIIENUATBHBIA BXOJIHONW KOHTEKCT.
Bce yka3aHHbIe TO1X0/1bI 00BEANHSIET OJHO —
OHHM PEUIAOT 3ajady ajanTalid HEHPOHHBIX CeTeH
MHUHUMaJIBbHBIMU cpencTBamu. Cpeau BceX METOJI0B
HU3KopaHroBble agantauuu LoRA u ux BapuaHT C
KBaHTH3alNEN QLoRA cTanu HanOoJee
MOMYJISIPHBIMH OJaroaps ONTHMaJIbHOMY OamaHCy
rubkocT u APdexTuBHOCTH. B  mampHEHIHX
pa3genax cTaTbll MBI Oojee TIyOOKO paccMOTpUM
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MMEHHO HMX MaTeMaTH4YeCKoe OOOCHOBaHHE U

TEOPETUYECKUE CBOKCTBA.

Hu3kopaHzoeasi adanmayusi (LoRA)

HuskopanroBas  anmanraums  (Low-Rank
Adaptation, LoRA) siBinsercs oaHum U3 Hambosee
3 PEeKTUBHBIX MIOJIXO/I0B K napameTpo-

3¢ PeKTHBHOMY JOO00YYEHHUIO OOJIBIINX S3BIKOBBIX
Moneneit. ['maBnas unes LoRA 3akmiouaercs B TOM,
4yTo JI00BIE W3MEHEHHMs B MapaMeTpax MOJENN
MPEACTAaBISIIOTCS B BHJE MAaTpPUI] HHU3KOTO paHra.
PaccmoTpum, mogeMy 3T0 BaKHO.

Becosrie MaTpuip! B TpanchopmMepax 0OBITHO
UMEIOT OYeHb OobpmIoNn pa3zmep. Hampumep, omHa
BECOBAs MATPHIIA CIIOSI MOKET COAEPKATH MAJUTHOHBI
WIK JaXe COTHH MWUIMOHOB »3iieMeHTOB. [lpu
CTaHOApTHOM JIOOOYYEHHH BCE OTH DIEMEHTHI
npuxogutcss m3MeHATs. LoRA mpemmaraer BmecTo
TIOJTHOTO HM3MEHEHUsI BECOB I00aBUTh K HCXOJHOM
MaTpule BECOB  HEOOJBLIYID  HHU3KOPAHTOBYIO
MaTpHILy.

BaxHoe Teopernueckoe  NPEUMYIIECTBO
Moaxo0J1a LoRA 3aKJII04aeTCs B ero
9KCIPECCUBHOCTH, TO €CTh B CIIOCOOHOCTH MOJIEINH,
UCTIONB3YIOMICH ~ HU3KOPAaHTOBYIO  aalTallHio,
BOCIIPOHM3BOJUTE PEIICHUS, TOCTYITHBIC TP TIOJTHOM
W3MEHEHHUH BceX ImapaMeTpoB. Ecim paHr r BEIOpaH
HE MEHbIEe, YeM TaK Ha3bIBaeMBIH 3¢ (EKTHBHBII
paHr 3amayn (ONpeneisieMBId PAHTOM MAaTPHIIBI
l'eccnana memeBo (yHKOMH OMMOKH B TOYKE
HCXOJHOTO MHHUMYMa), TO HU3KOPAHTOBOE PEILICHHE
CIOCOOHO  JIOCTHYb  MHPAKTHYECKH  TOTO  XKe
MHHUMaJIbHOTO 3HA4YeHUs! OIIMOKM, YTO W IOJHOE
noobyuenue [7].

Nupimun cnoBamu, LoRA  coxpanser
«BBIPA3UTENBHYI0  CHIy»  IIOJIHOH  HAacTpOHKH
MapaMeTpoB, HO 3HAYNTEIHHO SKOHOMHEE B IIIaHE
pecypcoB, Tak Kak CYIIECTBEHHO OTrpPaHWYHBAET
TIPOCTPAHCTBO ITOMCKA ONTHUMAIBHBIX ITAPAMETPOB.

LoRA ¢
(QLORA)

KeaHmusauueli napaMempoe

OmanMm u3 YCOBEPIICHCTBOBAHUHN
HU3KOPAaHTOBOW  aJanTalUd  SBISETCS  MOIXOX
QLoRA  (Quantized Low-Rank  Adaptation),
KOTOPBII COYETacT HU3KOPAHTOBBIC aqanTalid |
METO/] KBAaHTU3AI[UH [TapaMETPOB.

KBaHTu3amus mapaMeTpoB — 3TO METOJ
MPEJCTABIICHUS BECOB HEHPOHHOW CETH C MCHBIINM
KomyecTBOM OuT. Hampumep, BMECTO cTaHIapTHOTO
MpEeJICTaBICHUS BeCOB B (hopmare 32 OuTa Ha KaXK bl
MmapaMeTp WCHONB3YITCS 4-OMTHBIE Beca. JTO
MPUBOAUT K BOCBMUKPATHOMY COKpAIICHUI0 00BEMa
MaMATH, HEOOXOIMMOTO [T XpaHEeHUs MozelH [9].

OpmHako Takoil MeTO KBaHTH3AI[MH BHOCHUT
HEM30eKHbIE MOTPEIIHOCTH OKPYTIICHUS,
Ha3bIBaCMbIC KBAaHT-IIyMOM. KBaHT-IIyM MOXKET
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CYUIECTBEHHO  YXYIIUUTh  TOYHOCTb  paboThI
HEWPOHHOHW CEeTH, OCOOEHHO €CJHM HCIIOJIb3yeTCs
OYCHb HU3Kask TOYHOCTH (Hampumep, 4 oura).

Unes QLoRA 3axntodaercs B ClIeIyIOIIEM:

— UCXOJHBIE  Beca  OONBIION  MoJenu
CKUMAIOTCSI ITyTEM 4-0MTHOM KBaHTH3aLUH (OOBIYHO
HCIONBb3yeTcsl  crenuanbHeii  opmat NF4, B
KOTOPOM Beca MpeJICTaBICHBI B 4-0HTax).

— OBEpX OJTOM KBAaHTU30BAaHHOW MOJENH
HaKJIQAbIBAIOTCS JIOTIOJHUTEIbHBIE HU3KOPAHTOBBIE
amantepel LORA B ¢opmare c Oonee BBICOKOH
TOYHOCTBIO (00BIUHO 16 OuT). IMEHHO ATH afanTepbl
KOMIICHCUPYIOT ~TIOTE€PU TOYHOCTH, BBI3BaHHBIC
KBaHTOBAHHUEM.

Takum obpa3zom, QLoRA monyuaet qBOWMHYHO
BBITO/ly: COKpallaeT NaMsATh 33 CYET KBAHTHU3AIUU U
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YMEHBIIIAET KOINYECTBO 00yJaeMbIX IapaMeTpoB 3a
C4€T HU3KOPAHIOBOM CTPyKTypel. Ilpu 3Tom
TEOPETHUYECKU JOKAa3aHO, YTO KBAHT-IIYM OCTa&TCs
OTPaHMYEHHBIM  (HE  MpPEBHINIAET  HEKOTOPOH
HeOOJBIION  BEJNIMYMHBI), W HCIIOJIb30BAHUE
aJanTepoB I03BOJIAET TPAKTHUECKH IIOJTHOCTBHIO
BOCCTAHOBUTh TOYHOCTb HCXOJHOW MOJENN IOCHe
KBaHTOBAHUSI.

Teopemu4eckue ceolicmea u o2paHu4YeHusi
PEFT

MeTtonst napaMeTpo-3¢pHeKTHBHOTO
noobydaenus, Takue kak LoORA u QLoRA, obnamator
PSAAOM BaXKHBIX TEOPETUUECKHUX CBOWCTB, KOTOPHIE
JIENIAIOT UX IPUBIIEKATEIbHBIMU KaK C IPAKTHIECKOH,
TaK U C TEOPETHUECKON TOUKH 3peHus (puc. 1).
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Pucynox 1 — Cpasnenue cxem ooobyuenusa LLM: Standard, LoRA u QLoRA

O)]HI/IM N3 KITFOYEBBIX MPECUMYIICCTB SABJIACTCA
TO, YTO MCIOJIb30BAHUC HU3KOPAHT'OBBLIX aIIaHTaHI/Iﬁ
OTPaHUYMBACT CIOXHOCTh MOJEIH C TOYKH 3PEHHS
Teopuu o0yueHHs. KoHILENTyanbHO 3TO CBSI3aHO C
nousituem  VC-pasmepa  (Vapnik—Chervonenkis
dimension), KOTOpoe XapaKTepU3yeT CIIOCOOHOCTH
MOJIETIM TIOJICTPanBaThCs MO/ JIIOObIe NaHHBIE. Yem
Boiie VC-pazmep, TeM OoJIbIle pUCK Iepeo0ydeHus,
TO €CTh MOJEIb HAUYMHAET «3allOMHHATH)» JIaHHBIE,
TepsiE CHOCOOHOCTh XOpOmIO padoTaTh HAa HOBBIX
npumepax [10].

LoRA u QLoRA cHmxkaor VC-pazmep
MCXOMHOW OOJBIION MOJENN 3a CUET OrpaHHYCHHS
quciia aJallTUPYEMbIX MMapaMETPOB U IMPOCTPAHCTBA,
B KOTOPOM MPOUCXOIUT 00yueHue. biaaronaps stomy
YITyUIIAFTCS TEOpEeTHYECKHE TPaHUIIBI
oboOmaronield  CrocOOHOCTH — MOJIEIH OHa
CTaHOBUTCS Oojiee yCTOWYMBOH K MEpeoOydYeHHI0 U
CIOCOOHA TIOKa3bIBaTh XOPOIIME PE3YJIbTAaThl Jaxe
Ha OTHOCHUTENIBEHO HEOOIbIINX HAOOpax JaHHbIX.

Jlpyro#i BaxHBI 3(GQEKT HU3KOPAHTOBBIX
ajlanTanuii CBA3aH C IMOBeJIeHHEM (YHKINH OLIHOKH
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MOJENH. Hccnenosanus IIOKa3LIBaIoT, 4TO
HHU3KOPAHTOBbIE HM3MEHCHHUSI MapaMeTpoOB MOJICIH
Yalie BCEero MPUBOISAT K OTHOCUTEIBHO «TJIaIKOMY»
HU3MCHCHUIO (PYHKIUK OIIMOKHU. J[pyruMu ClioBamH,
€CITH UCXOHAS MOJICTIb YXKE HaXOAUTCS B JIOKAJIbHOM
MUHHMYME OIIIHOKH, TO J000yUeHHE c
UCTIONB30BAaHUEM  HEOONBIINX  HHU3KOPAHTOBBIX
aJlalTepoOB Yalle BCEro BEIET K MUHUMAIBHOMY
U3MCHCHHIO OIMHMOKA. DTO TOBOPUT O TOM, YTO
MoJeny, agantupyemeie depe3 LoRA, Haxomsarcs B
0ojiee «IUIOCKMX» 30HAX JIaHAMAa(Ta OMHUOOK, YTO

TAKKE CBA3aHO C JIydliedl CIIOCOOHOCTBIO K
0000IIeHNTIO M CTaOMITBHOCTEIO PEIICHUH.

Omgnako y momxomoB PEFT ects u
CYLIECTBEHHbIE OrpaHUYCHUSL. OcHOBHOE

OTpPaHHUYEHUE CBS3aHO C BBHIOOPOM ONTHMAIIEHOTO
3HAYCHUS paHra. CanIIKOM MaJIEHBKHIT paHr HE JacT
MOJICIA TOCTATOYHO THOKOCTH Ui agamTailiu, a
CJIMIIKOM OOJIBIIION — CHU3UT MPEUMYIIECTBO METOA
B maHe pecypcoémkoctu. Takxe PEFT-meronsr He
BCErZla  COBMECTHMBI €  0Oojiee  CIIOKHBIMH
AITOpUTMaMU  OOYYCHHS  BTOPOTO  MOPSJKa
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(HampuMep, MCHONB3YIOIUMH MaTpully l'eccuaHa),
TaKk Kak ONTHMH3ALUS B CHJIBHO OrpaHUYCHHOM
MPOCTPaHCTBE apaMeTpoB MOXET  IUIOXO
B3aUMOJICIICTBOBATh C TAKMMHU METOAaMU.

[TapameTpo-3¢pexkTHBHEIE TOIX0IBI TPEOYIOT
TIIATEILHOTO  BBIOOpAa OTpaHWMYEHMH M y4éra
0COOCHHOCTE KOHKPETHOH 3amaud, HO TpH
MIPAaBWIIBHOH pealn3alii CIIOCOOHBI 00ECTIeYHTh
CYIIIECTBEHHbIE IPEHMYIIIECTBA.

Bbi6op paHaa u ypoeHel keaHmu3ayuu

ITpu MPaKTHYECKOM UCTIONB30BaHUN
HuzkopanroBoit  amantammu  (LoRA) wu e
komOuHaimu ¢ kBanTtu3zanuei (QLoRA) BaxuHem
BOIPOCOM CTaHOBHUTCSI TIPaBHJIBHBIA BBIOOP JBYX
OCHOBHBIX [TapaMETPOB:

1. Panra ajgantanuy — HacKOJBKO OOJBIIUM
OyzeT paHr HU3KOPAHTOBOW MaTPHIIbI, OTPAKAIOIIEH
HM3MEHEHUsI TapaMeTpOB;

2. YpOBHSI KBaHTH3allMM — KOJIMYEeCTBA OWUT,
KOTOpO€ HCHOJIB3YeTCsl Ul XPaHEHHS KaxKI0To
rapameTpa MOJIEIH.

OTH MapaMeTpbl HEMOCPEACTBEHHO BIHSIOT Ha
KOMITPOMHCC MEXIy KadecTBOM MU TpeOyeMbIMH
pecypcaMy MOJIETIH.

[Tpu BEIOOpE paHTa OCHOBHOMW H/EEH SBIACTCS
Oamanc MeXay THOKOCTBIO MOZETH (CIIOCOOHOCTHIO
3pQEeKTUBHO MOJCTpauBaThCsl TMOA 33/4ady) H
KOJIMYECTBOM PECYPCOB, KOTOPBIE OTPEOYIOTCS IS
e€ 00y4YeHus U XpaHEeHUsI.

C TEOpeTHUUECKON TOYKH 3peHus
ONTHMAJBHBIN BBIOOp paHra HamlpsIMylO CBSI3aH C
NOHATHEM 3¢ (EKTUBHONH pa3MEpHOCTH  3a/laduu.
O¢¢exTrBHAsT Pa3MEPHOCTh OIPEIEISETCS TeM,
HACKOJIBKO Pa3HOOOpa3HBl HaHHBIE W HACKOJBKO
ClIOKHa  meneBas  3ajgada.  DopMmMambHO  3TO
CBSI3BIBACTCS C CIIEKTPOM MaTpuubl ['eccuana,
KOTOpast MPEJICTABIAET COOOH BTOPBIC TIPON3BOHBIC
neseBol (pyHKIMH OIIMOKH MOZAENH 10 IIapaMeTpaM.
CnexTp Marpuibl ['eccnana NmokasbIBaeT, B KaKHX
HalpaBJICHUSAX MapaMeTpoB M3MEHEHHUs Hauboiee
CYIIECTBEHHO BJIMSIOT Ha OUIMOKY MOJIEITH, a B KAKHX
— MIOYTH He BIUAIOT [9].

Ha npakTuke 3T0 03Hay4aeT clefyroliee: eCiIu
cnektp ['eccuana ObIcTpo yObIBaeT (TO €CTh UMEETCs
HeOOJIBIIIOE YHCIIO «CHJIBHBIX» HAlpaBJCHUH, 10
KOTOPBIM M3MEHEHHs Beca 3HAYMTEIIFHO CHIDKAIOT
omuOKy), TO 3(PQeKTHBHAsS pa3MEPHOCTH 3aJa4d
Mmana. Torma Ui ajanTanyy AOCTaTOYHO BEIOPATH
HeOompmoit panr. Ecmm ke cmektp ['eccnana
yObIBaeT MemeHHO, M 3¢ (deKTUBHas Pa3sMEpHOCTh
3ama4yd BeNMKa (CIOXKHas 3ajaada, pa3zHooOpas3HbIe
JTaHHbIE), TO HEOOXOIMM OOIBLINH PaHT.

TakuM 00pa3om, Ha MPAKTUKE PEKOMEHIYIOT
HAYMHATH 3/IalTAl[I0 C OTHOCUTEIBHO HEOOJIBIIOTO
panra (Hanpumep, 8 wim 16). Ecin kadecTBO Moiesin
OKa3bIBAETCS HEY/IOBJIETBOPUTEIBHBIM, MOCTEIIEHHO
YBEJIMYMBAUTE PaHr 10 MOMEHTa, KOIrJa KauyecTBO
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HaYHET 3aMETHO yiy4imaTbesi. OOBIYHO 3TO 3HAYECHHE
Oymer  onTUMaidbHBIM  KoMmpomuccom. s
OoNBIIMHCTBA  INIPAaKTHYECKUX  3a7ad  CpeIHHe
3HAa4YeHHs paHra B mpenenax 32-64 obecnednBaioT
xopommii Oamanc Mexnmy dS(O(EeKTHBHOCTBIO U
Ka4eCTBOM.

I[Ipu wucnonp3zoBanun  QLoRA  Moxmens
JOTIOJTHUTEIBHO CIKUMAETCS 3a CUET HU3KOOMTHOTO
IpeacTaBiaeHus napameTpoB. KiroueBoi napamerp —
YUCJIO 6I/IT, BBIACISICMBIX Ha MapaMeTp, BJIHACT Ha
KOMIIPOMHUCC MCKIY SKOHOMUEHN naMsAaTu u
TOYHOCTBIO pabOTHI MOJIEIH.

32-6utHOE TMpeACTaBlICHWE — CTaHIapTHBINA
¢opmar XpaHeHHs TapaMeTpoB, HE BHOCHUT
JOTIOJTHUTEIBHBIX OMHMOOK, HO Tpedyer MHOTO
MaMsTH.

8-OnTHas ~ KBaHTH3aUWst  —  SIBISIETCA
pactpocTpaHEHHBIM W 0€30macHBIM  BBIOOPOM,
MOCKOJIbKY ITOYTH HE YXYAIIAeT Ka4eCTBO MOJEINEH 1
9KOHOMUT B YETHIPE pa3a OOJIbIIIe TaMSTH.

4-OuTHas KBaHTH3AIUS (NF4) -
obecrieunBaeT emnie OOJBITYI0 SKOHOMHUIO (710 BOCBMH
pa3 1o CpaBHEHHIO ¢ 32-OUTHBIM (HOPMATOM), OTHAKO
3leCh YK€ HEOOXOJMMO YYWTHIBaTh HAINYUE
3aMETHOTO KBAHTOBOT'O [IIyMa X KOMIIEHCHPOBATH €ro
YBEJIMUYSHNEM PaHTa aJanTamum.

Jng TUIOBBIX NPUIOKEHUH, TIe pPecypcsl
OTpaHWYeHBbl, HO TpeOyeTcss BBICOKOE KauecTBO,
XOPOILMM CTapTOM SIBJISIETCS] §-OMTHAsI KBaHTU3ALIUSI.
Ecnmm  crour 3amaya  MaKCHMaJIbHO  CHHM3HTHh
noTpedIeHne pecypcoB (Hampumep, aaanTarus
MOJIeNT Ha MOOMIIBHBIX YCTPOWCTBAX), TO MEPEXOIAT
K 4-OutHOMY (opmary. [Ipu 5TOM Ba)KHO YBEIHYHUTH
panr agmanrtaruu (Hampumep, ¢ 16-32 mgo 64-128),

‘{TO6I)I MI/IHI/IMI/ISI/IPOBaTI) nagcHue TOYHOCTH,
BBI3BAHHOC KBAHTOBAHUCM.
Bbi1600bI

PaccmoTpenHsbie METO/bI rnapameTpo-

3¢ (deKTUBHOTO 00OYYEHUS OONBIINX S3BIKOBBIX
MoJieJiel, B YaCTHOCTH HH3KOPAHIOBAas aJIarTallus
(LoRA) u e¢ komOuHanus ¢ kanTu3zammeid (QLoRA),
obecrnieunBarOT 3P PEKTUBHBIA KOMIPOMHCC MEXKIY
CJI0KHOCTBIO M THOKOCTBIO ajanTarui Mojeneit. Ux
rJIaBHask 0COOCHHOCTh 3aKJFOYAETCsl B OTPaHHYCHUH
MPOCTPAHCTBA  MAPaMETPOB,  YTO  TO3BOJISIET
3HAYUTEIBHO COKPATUTh OOBEM BBIYUCIUTEIBHBIX
PECypCoB U MaMATH, HEOOXOAUMBIX IS T0OOYIEHUS.

C TeOpeTHYECKOM TOUKH 3PSHHUS KITFOUYCBBIMHU
npeumymectBaMd  LoRA u QLoRA sBisroTcs
BBICOKAasi 3KCIIPECCUBHOCTh, OJyiarofapsi KOTOPOW
MOJICJIb  COXpaHSET  CHOCOOHOCTh  JOCTHraTh
ONTUMAIIFHOT'O MHHAMYMa ONIMOKH, U YIIYYIICHHBIC
cBoiicTBa 0000meHMs 3a CY4éT cHmkeHus VC-
pasMepa Mojenu. Takke BaXXHO OTMETUTh, YTO
HU3KOPAHTOBBIE afanTanuy CHOCOOCTBYIOT
[NIAJKOCTH JTaHamadTa OmUOKH, YTO YIydIlaeT
YCTOWYHMBOCTh MOJIETM K H3MEHEHHSM [aHHBIX H



NHO®OPMATHUKA U KUBEPHETUKA
Ne 1 (39), 2025, Hounenx, JouHTY

YMEHBIIIAET BEPOSITHOCTh NIEPEOOYUCHHUS.

TeM He MeHee, YCNEUIHOCTh MCIIOJIb30BaHUS
MeTozi0B PEFT 3aBHCHT OT MpaBHJIBHOTO BBIOOpA
rapaMeTpoB, MPEXKJE BCEro paHra ajanTaluud |
DIyOWHBI  KBaHTHU3auHU. [lodTOMy nmanbHeimue
TCOPETHUYCCKUE  HWCCICAOBAHHS  JIOJDKHBI  OBITh
HampaBJICHBI Ha Ooliee TOYHOE IMOHWMAaHHE CBSI3U
MEKIY PaHI'OM aJlaliTallii, ypOBHEM KBaHT-LIYMOB U
CIIOCOOHOCTBIO ~ MOJETH  COXPAHSTH  BBICOKHE
oKa3aTelIn KadecTBa pu MHUHHUMAaJIbHBIX
BBIYHMCIIUTENBHBIX 3aTpaTax.
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baouu U.B., E¢pumenxo K.H. Ilapamempo-3¢ppexmugenoe 00obyuenue 601buiuUx A3bIKOGHIX
Mmodeneil. B cmamve npusedén 0b63op meopemuueckoll ocHoebl parameter-efficient fine-tuning
(PEFT) oOns 6oavwux ssvikogvlx moodenet (LLM). Paccmompenvl  kiouegvle  Memoobl
Huskopaneosvlx aoanmayuii (LoRA) u ux kombunayus ¢ nHuskobumnou keanmuszayuei (QLoRA).
Honoanumenvro npugedenvt pekomeHOayuu no 66100py panea adanmayui U yposHs K6AHMU3ayuu
Ha ocHoge cnekmpa ITeccuana u s@exmusnon pazmepnocmu 3adauu. Ycnewmocmo
ucnonvzoganus memooos PEFT 3asucum om npaguivHo2o 6bl00pa napamempos, npejicoe 8ce2o
panea aoanmayuu u enyouHbl KEAHMU3AYUU.

Knroueswie cnosa: napamempo-sgppexmugnoe doodyuenue, PEFT, LoRA, QLoRA, keanmuzayus,
cnexkmp [eccuana.

Babich 1., Efimenko K. Parameter-Efficient Fine-Tuning of Large Language Models. This paper
provides an overview of the theoretical foundations of parameter-efficient fine-tuning (PEFT) for
large language models (LLM). It examines the key methods of low-rank adaptation (LoRA) and their
combination with low-bit quantization (QLoRA). In addition, it offers recommendations for selecting
the adaptation rank and quantization level based on the Hessian spectrum and the intrinsic
dimension of the task. The success of using PEFT methods depends on the correct choice of
parameters, primarily the adaptation rank and the depth of quantization.

Keywords: parameter-efficient fine-tuning, PEFT, LoRA, QLoRA, quantization, Hessian spectrum.
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